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Abstract. This chapter assesses the representation of the two-way coupling between the troposphere and the stratospheric

polar vortices in the reanalysis products. A broad range of time scales are evaluated, from sub-seasonal to decadal, with a

particular emphasis on Sudden Stratospheric Warming (SSW) events, which are among the clearest manifestations of coupling

between the tropospheric and stratospheric circulations. Coupled variability on synoptic to seasonal time scales is evaluated by

comparing the timing, evolution, and dynamical consistency of SSW events and Final Warming events, and the representation5

of the Annular Mode indices. Variability on interannual time scales is evaluated by comparing the modulation of sub-seasonal

stratosphere-troposphere coupling by El Niño-Southern Oscillation (ENSO) and the Quasi-Biennial Oscillation (QBO). Fi-

nally, variability on decadal time scales is evaluated by comparing atmospheric circulation trends driven by the depletion of

stratospheric ozone over Antarctica.

As the large scale circulation cannot easily be characterized from direct observations, this chapter has largely focused on10

the consistency between the reanalyses, asking the question: would the characterization of stratosphere-troposphere coupling

provided by a given reanalysis differ from that provided by another? The internal self consistency of reanalyses has also been

evaluated, allowing for more objective grading of the reanalyses. In the satellite era, there is generally good agreement among

full-input reanalyses on stratosphere-troposphere coupling on synoptic to interannual time scales. In addition, conventional-
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input reanalyses in the Northern Hemisphere (and hence full-input reanalyses before the introduction of satellites) are fairly

consistent as far back as 1958. There is, however, demonstrable evidence of improvement in the more recent reanalyses.

While results in prior studies based on older reanalyses will generally not be significantly different from comparable results

based on the modern reanalyses, due to large sampling uncertainty, we strongly recommend that users discontinue use of older

reanalyses. The dominance of sampling uncertainty implies that our assessment of stratosphere-troposphere coupling is limited5

by the length of the reanalysis records. Consequently, the availability of high quality pre-satellite era reanalysis in the Northern

Hemisphere reduces our uncertainty in the tropospheric response to SSWs by approximately 20%.

Among the more modern reanalyses, a consistent trend in the coupled stratosphere-troposphere circulation is found, associ-

ated with ozone loss in the austral hemisphere. Caution should always be employed in the assessment of decadal variations and

trends in stratosphere-troposphere coupling, however, due to changes in the observational network. It also shown that uncertain-10

ties in older and conventional-input reanalyses increase with height, particularly above 10 hPa, and that satellite observations

appear to be critical for an assessment of stratosphere-tropospheric coupling in the austral hemisphere. Finally, surface-input

reanalyses have also been evaluated. While they should not be used in place of a full-input reanalysis, there is evidence that

ERA-20C captures a substantial fraction of the variability between the troposphere and stratosphere, and so may be valuable

for research into low frequency variations in stratospheric-troposphere coupling.15
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1 Introduction and Key Points

In this chapter, we assess the representation of coupling between the troposphere and stratosphere across all reanalyses, with

a focus on interaction through the stratospheric polar vortices. While this coupling is primarily manifested on synoptic to

seasonal time scales, low frequency modulation by other modes of internal variability (e.g., the Quasi-Biennial Oscillation)

and external forcings (e.g., stratospheric ozone loss) require an analysis across a wide range of time scales. The global nature5

of these low frequency changes also requires consideration of links between variability in the tropics and extratropics.

Our focus on the influence of the stratosphere on tropospheric weather and variability presented two challenges to this

chapter. First, this report has sought to evaluate reanalyses against direct measurements, ideally measurements that are not

assimilated into the reanalyses themselves. The large scale weather and variability of the troposphere, however, is not easily

characterized or verified with single measurement records. We have attempted to compare with observation-constrained mea-10

sures where available, but generally, this chapter evaluates the consistency of the reanalyses, or lack thereof, as opposed to

verifying them against some objective standard.

Second, is the issue of sampling uncertainty, or the limitations to our understanding due to the natural variability of the

atmosphere. An common theme to this chapter is the relative importance of sampling errors, associated with the finite length

of the reanalysis records, compared the differences between the reanalyses themselves. We term the latter a "reanalysis uncer-15

tainty", to differentiate it from the sampling uncertainty. While we find evidence for an improvement in more recent reanalysis

products, overall we find that our characterization of stratosphere-troposphere coupling is dominated by sampling uncertainty.

As such, the choice of one reanalysis over another would not affect the scientific conclusions of a particular study, with certain

exceptions, e.g., the use of restricted input reanalyses, as documented below.

Sampling uncertainty can appear in subtle ways. Stratosphere-troposphere coupling is often evaluated through the analysis20

of events that are identified by threshold criteria, e.g., a Sudden Stratospheric Warming (SSW) is identified by a reversal of

the winds at 10 hPa and 60◦. As a result, subtle differences between reanalyses can lead to the identification and examination

of different events. This effectively aliases sampling error into a comparison of reanalyses, giving a false impression of dis-

agreement between different reanalysis products. To address this concern, we suggest the use of a uniform set of events when

evaluating different reanalysis products.25

After a brief introduction to stratosphere-troposphere coupling (Section 2), we describe the reanalysis datasets in Section

3. We then present our methodology for identifying, characterizing, and evaluating SSW events in section 4. Stratosphere-

troposphere coupling on synoptic to seasonal time scales is further evaluated in Sections 5 and 6, where we evaluate the repre-

sentation of the annular modes and final warming events, respectively. Section 7 then examines the modulation of stratosphere-

troposphere coupling on interannual time scales by El Niño-Southern Oscillation (ENSO) and the Quasi-Biennial Oscillation30
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(QBO). Finally, section 8 compares the representation of the vertical coupling forced by ozone depletion over interdecadal time

scales.

To aid the reader seeking a quick summary of our chapter, we provide a compact summary of our key points and recommen-

dations below. For a more detailed summary, we refer the reader to Section 9, where we provide guidelines for future studies

making use of reanalysis and offer suggestions for the development of future reanalysis products.5

Key findings and recommendations

– Atmospheric reanalyses are vital for evaluating extratropical stratosphere-troposphere coupling due to the lack of direct

observations of the large scale circulation. This chapter has largely assessed the reanalyses by their internal consistency,

and by analyzing differences between the reanalyses.

– In the satellite era (1979-onward), the representation of the large scale stratosphere-troposphere circulation is very10

consistent across all full-input reanalyses. As a result, our ability to assess and understand stratosphere-troposphere

coupling is primarily limited by sampling uncertainty, that is, by the comparatively large natural variability of the

circulation relative to the length of the satellite record. As an example, various efforts have sought to characterize the

break down of the polar vortex during SSWs into split and displacement events. Alternative definitions are associated

with substantial differences, generally agreeing only 2/3rds of the time. In contrast, the application of a given definition15

to all the different reanalyses yields nearly identical results.

– While measures of stratosphere-troposphere coupling determined from earlier reanalyses are generally not statistically

distinct from results which would be obtained with a more modern reanalysis, there is demonstrable improvement in

more recent products, particularly with respect to internal consistency (e.g., their momentum budget), and at higher

levels (10 hPa and above). We therefore recommend use of more recent products absent a compelling scientific reason.20

In particular, we note for users that modern reanalyses can be obtained and used at coarser resolution comparable to

earlier reanalyses that are more manageable in size.

– Reanalysis datasets broadly agree on trends in the austral polar vortex related to ozone depletion since 1979. One must

still exercise great caution as the computation of trends is susceptible to discontinuities introduced by changes in the

observations assimilated over time. In contrast, there are no discernible trends in Northern Hemisphere polar vortex25

variability.

– Pre-satellite era reanalyses (1958-1978) appear to be of good quality in the Northern Hemisphere, and therefore can be

used to reduce sampling uncertainty in measures of stratosphere-troposphere coupling by approximately 20%.

– Pre-satellite era reanalyses of the Southern Hemisphere are generally of poor quality, and can only be used to reduce

sampling uncertainty with great caution.30
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– Conventional-input reanalysis of the Northern Hemisphere (JRA-55C) is approximately as accurate as full-input

reanalyses up to 10 hPa, supporting the validity of pre-satellite reanalysis products in this hemisphere. JRA-55C’s

representation of the Southern Hemisphere is not as accurate, suggesting that satellite measurements are more critical in

this hemisphere. It appears to show more skill than pre-satellite reanalyses, however, suggesting that the relative paucity

of conventional measurements prior to 1979 is also a problem.5

– Surface-input reanalyses have also been evaluated. ERA-20C captures not only the correct statistical climatology of the

Northern Hemisphere stratospheric polar vortex, but also much of its actual variability (correctly representing the

timing of about half of observed SSWs). This suggests it may be suitable for exploring low frequency variability of the

stratosphere-troposphere coupled system. The representation of the stratospheric vortex in NOAA 20CR v2/v2c,

however, is demonstrably poor, such that we do not recommend use of this product to evaluate stratosphere-troposphere10

coupling.
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2 Context and Background

The troposphere and the stratosphere, the two lowermost layers of the Earth’s atmosphere, contain together about 99% of the

atmospheric mass. The troposphere is the portion of the atmosphere in close contact with Earth’s surface. It is the region

where day-to-day weather systems evolve and impact human life; in this sense it could be viewed as a boundary layer, albeit

one that occupies roughly 80-90% of the atmospheric mass. The stratosphere is found from about 10-16 km, depending on the5

latitude, to about 50 km above the surface (Andrews et al., 1987). What sets these two layers apart is mainly the stability of

the layers: whereas temperature decreases with height in the troposphere at a rate of about 7 K per kilometer – making it

nearly neutral to moist convection – stratospheric temperatures increase with height owing to the absorption of ultraviolet

radiation by ozone. This stratification gave the "sphere of layers" its name.

The stratosphere’s large stability sets it dynamically apart from the troposphere as it prevents the penetration of atmospheric10

convection from the surface, and inhibits the propagation and growth of baroclinic disturbances that make a great fraction of

tropospheric weather. Yet, depending on the season, it can be a dynamically active region subject to large variability. Large

pole-to-pole temperature gradients favor the formation of strong westerly vortices in the winter stratosphere (Waugh et al.,

2017). These strong westerlies act as a window for the propagation of tropospheric disturbances, allowing planetary-scale

waves to go through while preventing the propagation of synoptic-scale systems (Charney and Drazin, 1961).15

When planetary-scale waves propagate vertically from the troposphere to the stratosphere, they interact with the mean flow

and sometimes break (McIntyre and Palmer, 1983, 1984) causing a permanent weakening of the westerly winds. One of the

most extreme examples of stratospheric variability, Sudden Stratospheric Warming (SSW) events, which are characterized by

an abrupt deceleration and reversal of the zonal-mean zonal wind, are the result of such interactions between planetary-scale

waves and the stratospheric vortex (Matsuno, 1971; Limpasuvan et al., 2004; Polvani and Waugh, 2004).20

The vortices in the Northern Hemisphere and Southern Hemisphere are known to behave quite differently. While the Northern

Hemisphere vortex is often disturbed by SSW events in December-January-February, the Southern Hemisphere vortex is more

quiescent. These differences are attributable mainly to differences in topography and land-sea temperature contrasts which are

known to generate stronger planetary-scale waves in the Northern Hemisphere (Plumb, 1989, 2010; Randel, 1988). Because

of the comparatively weaker wave drag in the Southern Hemisphere, zonal winds are too strong to allow vertical propagation25

of waves which limit wave-mean flow interactions and the variability of the vortex (Plumb, 1989).

As mentioned earlier, a large fraction of stratospheric variability is the result of temporal fluctuations in planetary-scale wave

propagation from the troposphere to the stratosphere. It is therefore of great importance to understand how these waves are

amplified or reduced in the troposphere. Garfinkel and Hartmann (2010) has shown that the intensification of wavenumber-1

and wavenumber-2 waves in the Northern Hemisphere are important precursors of stratospheric polar vortex weakening. One30

specific tropospheric circulation pattern, atmospheric blocking, has garnered particular attention due to its ability to modulate
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planetary-scale wave fluxes. Nishii et al. (2011), for instance, have shown that there are preferred regions where

upward-propagating wave packets from blocking events can interfere constructively with stationary waves to produce large

bursts of upward-propagating wave activity, ultimately causing SSW events. The role of such interference in modulating

stratospheric variability was also discussed in Smith and Kushner (2012).

The coupling between the stratosphere and the troposphere is not limited to an upward coupling where the evolution of the5

stratosphere is influenced by upward-propagating waves. The coupling is actually two-way. Events of weak stratospheric

vortex anomalies, such as SSW events, were shown to affect weather at the surface by, notably, favoring the negative phase of

the related North Atlantic Oscillation (NAO) and Northern Annular Mode (NAM) patterns, and shifting the storm track

southward (Baldwin and Dunkerton, 2001). This coupling, which is often attributed to balance arguments (e.g., Haynes et al.,

1991; Black, 2002) and eddy feedback mechanisms (e.g., Kushner and Polvani, 2004; Song and Robinson, 2004), has10

implications for the predictability of tropospheric weather. Mounting evidence suggests that the state of the stratosphere

influences the skill of numerical weather forecasts (e.g., Baldwin et al., 2003; Sigmond et al., 2013; Tripathi et al., 2015;

Domeisen et al., in review).

Although the extratropical stratosphere itself has no interannual memory, essentially due to the opacity to wave propagation of

the summertime easterly circulation which resets the state of the vortex every year, it does vary on interannual time scales15

because of dynamical linkages with other modes of atmospheric variability. A clear example of such influence is the

connection between ENSO and the fluxes of planetary-scale waves from the troposphere to the stratosphere which can

modulate the frequency of SSW events (Cagnazzo and Manzini, 2009; Calvo et al., 2017; Song and Son, 2018; Domeisen

et al., 2019). In fact, the stratosphere can play a significant role in setting the extratropical response to ENSO events (Butler

et al., 2015b; Iza and Calvo, 2015; Polvani et al., 2017). Unlike the extratropics, the equatorial stratosphere does possess an20

intrinsic interannual memory which manifests itself as the Quasi-Biennial Oscillation (QBO). The QBO is characterized by a

seesaw between westerly and easterly winds which occurs approximately every 28 months (Baldwin et al., 2001). The QBO

can induce interannual variability in the extratropical stratosphere through the modulation of upward fluxes of planetary-scale

wave activity in the extratropics (Holton, 1980).

On longer time scales, from decades and longer, the stratospheric state is influenced by anthropogenic forcing. Perhaps the25

clearest example of this forcing is the destruction of ozone which cools the polar stratosphere. Such perturbation of the

stratosphere can in turn affect the tropospheric circulation by inducing a poleward shift of the storm track and jet through

changes in wave forcing and wave mean-flow interactions (Orr et al., 2012; Son et al., 2018).

A substantial fraction of the progress made in understanding these features of the stratospheric circulation and its coupling to

the troposphere is owed to the development of reanalysis data sets which have greatly facilitated the study of the dynamical30

phenomena that regulate the coupling. Reanalysis systems integrate both forecasts from numerical models and observations

through data assimilation to produce a best guess of the true state of the atmosphere. However, as discussed in Fujiwara et al.
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(2017), reanalysis data sets differ by the models, observations and assimilation techniques they utilize. As such, they produce

different versions of the thermodynamic and kinematic properties of the atmosphere.

As a notable example of the differences in the representation of the stratosphere among reanalyses, Charlton and Polvani

(2007) have highlighted discrepancies in the onset dates of SSW events between NCEP-NCAR and ERA-40 data sets.

However, subsequent studies have revealed that the depiction of the evolution of SSW events is fairly similar among data sets5

(Martineau and Son, 2010; Palmeiro et al., 2015; Butler et al., 2015a; Martineau et al., 2018b). The biases among reanalyses

are limited enough as to not significantly alter our understanding of the physical processes regulating the evolution of SSWs.

More generally, vortex variability was also shown to be similar among reanalyses during both strong and weak stratospheric

vortex states (Martineau et al., 2016). On interannual time scales, Mitchell et al. (2015) recently compared reanalysis datasets

and found a remarkable consistency between them in the context of the variability of the circulation associated with volcanic10

eruptions, ENSO, QBO and the solar cycle. Despite these recent findings, there is a growing need to better quantify and

understand the differences in the representation of atmospheric processes among reanalyses as the number of available data

sets grows with the development of more sophisticated reanalyses incorporating advanced modeling and assimilation

components.

3 Reanalysis Datasets15

The reanalyses assessed in this chapter are listed in Table 1. The reader is referred to Fujiwara et al. (2017) for an exhaustive

description of reanalyses. Variables analyzed include geopotential height, temperature and three-dimensional wind

components, all of which are analyzed on pressure levels.

In order to facilitate the comparison of zonal-mean quantities, a standardized data set of zonal mean dynamical and

thermodynamical variables, the S-RIP: Zonal-mean dynamical variables of global atmospheric reanalyses on pressure levels20

(Martineau, 2017; Martineau et al., 2018c), was prepared for this chapter and made public at

http://dx.doi.org/10.5285/b241a7f536a244749662360bd7839312. Details about the variables archived, the grids and

numerical methods are provided in Martineau et al. (2018c). Analyses of the zonal mean circulation in this chapter made use

of this data, with the exception of Section 6. Sections 4.2, 7.1 and 7.2, involved additional analysis of the full

three-dimensional circulation.25

4 Sudden Stratospheric Warming Events

A Sudden Stratospheric Warming is a dramatic breakdown of the climatological stratospheric polar vortex in the winter

hemisphere, first observed in post-war Berlin by Scherhag (1952). The name itself encapsulates the essential features of these

10
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Table 1. List of reanalysis data sets compared.

Name type Reference

ERA-40 full-input Uppala et al. (2005)

ERA-Interim full-input Dee et al. (2011)

ERA-20C surface-input Poli et al. (2016)

JRA-25 full-input Onogi et al. (2007)

JRA-55 full-input Kobayashi et al. (2015)

JRA-55C conventional-input Kobayashi et al. (2014)

JRA-55AMIP SSTs only Kobayashi et al. (2014)

MERRAb full-input Rienecker et al. (2011)

MERRA-2b full-input Gelaro et al. (2017)

NCEP-R1 full-input Kalnay et al. (1996)

NCEP-R2 full-input Kanamitsu et al. (2002)

CFSR full-input Saha et al. (2010)

CFSv2 full-input Saha et al. (2014)

20CR v2 surface-input Compo et al. (2011)

20CR v2c surface-input Compo et al. (2011)
b For MERRA and MERRA-2, only ASM products are used (see also discussion by Fujiwara et al., 2017).

events. They are sudden, or, in the original language of Scherhag, explosive: the entire vortex breaks down in a few days,

being associated with a remarkable warming of the winter pole, typically on the order of 10’s of degrees Celsius, sometimes

exceeding 50 or 60. They are primarily a boreal hemisphere phenomenon, and only one (in 2002) has been observed in the

austral hemisphere. We therefore focus exclusively on SSWs in the Northern Hemisphere.

SSWs tend to come in two flavors, splits and displacements. In the former, the climatological vortex splits into two vortices of5

similar size at the time of the warming, while in the latter, the vortex shifts off the pole. In both cases, the vortex(ices) are

ultimately sheared apart, leading to an irreversible mixing of potential vorticity and the deceleration of the polar vortex.

Equivalently, splits are associated with comparatively more wavenumber-2 activity, while displacements are primarily

associated with wavenumber-1. Recent work has suggested that the type of warming may have significant implications to the

mechanism of the warming and its impact on the surface (Matthewman and Esler, 2011; Mitchell et al., 2013). While many10

SSWs can be characterized unambiguously (e.g., 22 February 1979 is a classic split), a non-trivial number (roughly 1/3, as we

will see) are not so easy to classify. There are also substantial sampling uncertainty issues, particularly when assessing the

influence of anthropogenic forcing (e.g., Maycock and Hitchcock, 2015).
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A key result of this section is shown in Table 2 and Figure 2, where a standardized list of SSW event dates and classifications

for the period 1957 to 2011 are provided. Results of SSW classification performed independently for each reanalysis are listed

in the Appendix, Tables A1-A4.

4.1 Identifying SSW Events

A number of definitions have been proposed to characterize SSWs in reanalyses and models, all ultimately establishing a key5

threshold to define the onset of an event. This threshold nature of SSWs make them sensitive to subtle differences between the

reanalyses (Butler et al., 2015b). For example, the most commonly used criteria, as adopted by the World Meteorological

Organization (WMO; McInturff, 1978), requires that the zonal mean zonal wind reverse at 60◦ and 10 hPa. If the zonal mean

winds drop just below zero in one reanalysis, but to only +0.1 ms−1 in another, only one would count as an event (Kim et al.,

2017). Given the large variation between SSW events, this can alias sampling error into a comparison of events across10

reanalyses. In our hypothetical case above1, a trivial difference in the reanalysis winds (0.1 ms−1 compared to a

climatological variability on the order of 10 ms−1) could mistakenly imply a large difference between two products that are

actually very similar.

To account for this issue, we identify a standardized set of SSW dates for use across all reanalyses. This was obtained by first

identifying events for each reanalysis individually, similarly to Butler et al. (2017), based on a reversal of the daily mean,15

zonal mean zonal wind at 60◦N and 10 hPa from November to April, as listed in Table A1. Two criteria to ensure events are

independent, and not the final reversal of the polar vortex to its summertime state, are also imposed. Following Charlton and

Polvani (2007), the winds must return to a westerly direction for at least 20 consecutive days between independent events, and

for at least 10 consecutive days prior to April 30.

The standard WMO definition also requires a reversal of the temperature gradient at 10 hPa. This gradient reversal is not well20

defined. Commonly it is interpreted that the zonal-mean temperature at the pole [here, 87.5◦N is used to avoid the singular

nature of the zonal mean at 90◦N] must exceed the zonal-mean temperature at 60◦N, but this puts a great deal of weight on

the temperature near the pole. In practice, this criteria rarely matters; the stratosphere remains in geostrophic balance during

an SSW, such that a reversal of the 10 hPa winds implies a reversal in the temperature gradients below 10 hPa, which are

highly correlated with the 10 hPa temperatures. Only a few events would be excluded (two from NCEP R1, and just one from25

JRA-55, as delineated by the green boxes in table A1). We therefore omit the temperature gradient criterion for classifying

SSW events in this work.

To establish the standard set of dates listed in Table 2, events were defined when a majority of the reanalyses identify a SSW

around the same time, i.e., prior to 1979, 2 out of 3 reanalyses must detect the event and post 1979, at least 4 reanalyses must

1This case is actually not hypothetical; a similar situation, for example, occurred in February 2002, when MERRA missed an event detected by MERRA2

by only 0.07 ms−1.

12



Figure 1. Decadal frequency distribution of SSW events within ±10 day-periods from the date displayed in the axis for: (a) the historic period

(1958-1978) and (b) the satellite period (1979-2012). Data was smoothed with a 10-day running mean.

detect the event. The onset date was then set by taking the median across the dates given by each reanalysis. In recent

decades, the dates rarely vary by more than a day or two across reanalyses, but there are a few early events, as in December

1965, where the spread was more than a week. In this case the date was set by the average of the two more modern reanalyses.

The frequency and seasonality of SSWs determined from each reanalysis separately were examined, as detailed in

Ayarzagüena et al. (in review). In both periods, historical (1958-1978) and satellite (1979-2012), there is a good agreement in5

the mean frequency of SSWs between all reanalyses. This frequency is very similar in both eras, with 5.9 events per decade

for the historical period and 6.5 events per decade for the satellite period. In contrast, larger differences are found for the

seasonality of SSWs. Figure 1 shows the SSW decadal frequency distribution within ±10-day periods. The historical period

shows the largest spread. ERA-40 and JRA-55 display an increasing SSW occurrence from early winter that maximizes in

January and decreases by late winter (Fig. 1a). On the contrary, the intra-seasonal distribution of SSWs for NCEP-NCAR10

shows three sharp maxima in early, mid and late winter, in agreement with the evolution of the standard deviation of the polar

night jet (PNJ) for this reanalysis. In the satellite period, the results are similar across reanalyses (Fig. 1b). For this time

period, the maximum occurrence is shifted to late winter in all datasets, unlike the distributions of ERA-40 and JRA-55 in the

historical period. Similar differences in the intra-seasonal distribution of events were already documented by Gómez-Escolar

et al. (2012) for the pre/post 1979 periods.15
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date Seviour Shibata Lehtonen Barriopedro and Calvo

30-Jan-58 D S S W1

17-Jan-60 S* D* D* W1

29-Jan-63 S S D* W2

17-Dec-65 D D* D W1

23-Feb-66 D* D S W1

7-Jan-68 S S S W2

28-Nov-68 D D D W1

13-Mar-69 S* D D W1

2-Jan-70 S D D* W1

18-Jan-71 S S S W2

20-Mar-71 D D D W1

31-Jan-73 S S S W1

9-Jan-77 S D S W1

22-Feb-79 S S S W2

29-Feb-80 D D D W1

4-Mar-81 D D D W1

4-Dec-81 U D† D W1

24-Feb-84 D D D W1

1-Jan-85 S S* S W2

23-Jan-87 D D D W1

8-Dec-87 S S* S W1

14-Mar-88 S S S W1

21-Feb-89 S† S S W2

15-Dec-98 D* S D W1

26-Feb-99 S S S W1

20-Mar-00 U* D† D W2

11-Feb-01 S D† S* W1

31-Dec-01 S D D W1

18-Jan-03 S S† S W1

5-Jan-04 D D D W1

21-Jan-06 D D D W1

24-Feb-07 D D D W1

22-Feb-08 D D D W2

24-Jan-09 S S S W2

9-Feb-10 U* S S W1

24-Mar-10 D D D W1
Table 2. Sudden Stratospheric Warming dates and classifications, according to the four schemes: D refers to a displacement, S to a split, and

U, for an event that was unclassifiable, while W1 and W2 refer to events preceded by wave forcing at that number. The symbols * indicates

that there was disagreement between the reanalyses; a † indicate that only a single reanalysis disagreed (after 1979 only).14



4.2 Characterizing SSW Events

Recent work has suggested that there may be fundamental differences between the two types of sudden warmings.

Matthewman and Esler (2011) argue that split events may be associated with self-tuned resonance instability, and so primarily

controlled by the stratosphere alone, while displacement events are more consistent with the Matsuno (1971) mechanism,

where the vortex is destroyed by upward propagating wave activity from the troposphere. In addition, the impact of the event5

on the troposphere may differ between the two types of events (e.g., Mitchell et al., 2013). The limited sample size, however,

leads to large uncertainty, such that alternative studies come to differing conclusions (e.g., Maycock and Hitchcock, 2015).

The topic is further muddied by the fact that different studies have utilized alternative definitions of SSWs, leading to a

proverbial apples vs. oranges situation.

To provide greater clarity, while acknowledging that the topic is still an area of active research, we have taken the following10

approach. First, we consider only wind reversal events: classification schemes were applied to the 36 SSWs identified in the

previous subsection. Second, we have applied four alternative classification schemes, chosen to capture the range of ideas in

the current literature. We provide a standardized classification of each event, listed in Table 2, based on an average of an initial

analysis of each reanalysis individually.

We compare three schemes designed to characterize whether the polar vortex is split (S) or displaced (D) during the warming15

event with another classification scheme that focuses primarily on the wave activity that precedes the vortex breakdown. The

three schemes have been tuned to produce approximately the same rates of S and D events, all three reporting slightly more

displacements than splits. The wave based diagnostic is different in that it focuses on the period leading up to the warming, as

opposed to the evolution of the warming itself. It reflects the climatological dominance of wavenumber 1, classifying a clear

majority of the events as wave 1-type. All the schemes are detailed below.20

As shown in Fig. 2, 11 of the 36 SSWs observed between 1958 and 2011 are unanimously classified as splits by all three

schemes, and 12 unanimously as displacements. The remaining 13 events differ depending on the classification scheme.

These events, however, are more likely to be classified as a displacement: 8 events were displacements according to 2 of the 3

schemes, while only 5 were splits according to 2 of the 3 schemes.

We find that more than half of split events are preceded by enhanced wave 2 activity, as one might expect. The fact that not all25

splits are associated with dominant wave 2 activity, however, supports the role of the stratosphere in the mechanism driving

split events. Perhaps more surprisingly, 2 displacement events – one that was unambiguous across all classification schemes –

were also preceded by enhanced wave 2 forcing.

Compared to the timing of event dates, there is more spread in the classification analysis between different reanalysis

products. In a few instances, a tie had to be broken, in which case we gave greater weight to more modern reanalyses. In30

addition, the Seviour scheme considers a few (3 of 36) events to be “unclassifiable", as they reflect too much of a mixture of
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Figure 2. Agreement between the SSW classification approaches. SSS and DDD refer to cases where all three schemes identified a split,

displacement, respectively. SSD refers to cases where two schemes indicate the event is a split while one characterizes it as a displacement,

SSU refers to a similar case, but where the third scheme was unable to classify the event, and so forth. Each bar is then divided into cases

where the wave amplitude at 50 hPa preceding the event was primarily wave 1 (blue) or 2 (yellow). Roughly half of split events are preceded

by exceptional wave 2 forcing, while the majority of displacements are not.

properties of splits and displacements. In some cases, an event was unclassifiable for the individual reanalyses; in others, there

was so much spread between products that we felt “unclassifiable" was the most reasonable designation. The classification

schemes were applied to the wind reversal SSW events as follows.

(1) The Seviour et al. (2013) classification scheme is based on geometric moment diagnostics of the geopotential height

field at 10 hPa. The use of 10 hPa geopotential heights, which is output from all reanalyses, makes the scheme more practical,5

than previous moment diagnostic techniques which rely on isentropic tracers, such as N2O or potential vorticity (Waugh,

1997; Waugh and Randel, 1999; Mitchell et al., 2011, 2013). The Seviour et al. (2013) approach was originally designed to

characterize event dates as well; e.g., a split event was triggered when the aspect ratio of the vortex remained higher than 2.4

for 7 days or more. However, only half of the major splits/displacements using this method are in common with those detected

using the zonal-mean zonal wind reversal.10
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We therefore adapted the method to classify reversal events. We apply the same methodology as in Seviour et al. (2013), but

only to days -10 to +10 surrounding the wind reversal. The diagnostic is based on both the aspect ratio of the vortex (the

number of days the aspect ratio is above 2.4) and the displacement of the centroid (the number of days the centroid of the

vortex stays below 66 degrees latitude). If the latter is greater than the former, then the event is classified as a displacement.

Conversely, if the former is greater than the latter, the event is classified as a split. If the numbers are equal (or both are zero)5

we consider the event “unclassifiable”. Note that if this adapted technique is applied to the events of Seviour et al. (2013), it

yields identical classifications (W. Seviour, personal communication). Table A2 shows results based on analysis of each

individual reanalysis.

(2) The "Shibata" scheme was originally developed by Kiyotaka Shibata, and first described in Ayarzagüena et al. (in

review). It focuses on non-zonal anomalies in the absolute vorticity at 10 hPa over a 16 day period starting 5 days before the10

central date of the SSW and ending 10 days later. Application of this scheme to each reanalysis is listed in A3.

The method is based on the algorithm suggested by Charlton and Polvani (2007), but with a few important modifications, as

detailed in Ayarzagüena et al. (in review). Briefly, the algorithm identifies local maximum in the vorticity. If two vorticity

maxima are detected in diametrically opposing sectors, and the secondary maximum is at least half as strong as the first, the

event is classified as a split. Otherwise it is a displacement. The main differences with the strategy of Charlton and Polvani15

(2007) consist in the definition of the sector around the strongest vorticity maximum, and the fact that the second sector must

be located diametrically opposed to the first one.

(3) The Lehtonen and Karpechko (2016) classification, applied to all reanalyses in table A4, shares features with both of

the previous methods. It is based on a analysis of geopotential height at 10 hPa (as with the Seviour method), but with a goal

similar to that of the Shibata approach: to separate cases where there are two independent vorticies (as in a split event) from20

cases there is essentially one vortex at any given time (as in a displacement).

The algorithm seeks out the two minima in the 10 hPa geopotential height, spaced apart by at least 1500 km in the horizontal

and separated by a ridge of at least 375 m. If this condition is met on at least three consecutive days over the period -5 to 10

days relative to the event onset, then the SSW is classified as a split. Otherwise, it is classified as a displacement. These

parameters in the classification were selected to give the best agreement with the classification of major SSWs during25

1958–2002 presented by Charlton and Polvani (2007).

Finally, Barriopedro and Calvo (2014) classified SSWs into W1 and W2 types by focusing on wave activity over just the

period leading up to the SSW. The method, based on earlier work by Bancalá et al. (2012), is documented in . It was applied

to all reanalyses (with the exception of MERRA2), and there was universal agreement on the classification of all 36 warmings

across all the datasets. Briefly, this approach considers a Fourier decomposition of geopotential height anomalies at 50 hPa30

and 60◦N over an 11 day period, days -10 to 0 relative to onset. An SSW is classified as a wave-2 (W2) event if the amplitude

mean over the 11-day period associated with wave 2 is equal or larger than that of wave 1, or if wave 2 amplitude mean
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exceeds that of wave 1 by 200 m or more for at least one day of the period. Otherwise, the SSW is classified as a wave-1 (W1)

event. In most cases, the former condition determines the type of SSW. The latter was included because the build up of W2

events is generally more abrupt than W1 events. The 50-hPa pressure level was chosen because wave 2 reaches its

climatological maximum at this level.

There are a number of small differences in the dates and classifications based on individual reanalyses, as detailed in Tables5

A1, A2, A3 and A4. Hence two studies based exclusively on two different reanalyses will not find the same SSW frequency,

or produce the same composite fields. We find, however, that these differences are generally not significant if one accounts for

sampling error. That is to say, the differences in the SSW frequency, or event composites, based on the two different

reanalyses, would not be statistically significant.

As an example, consider a comparison of the dynamical evolution of W1 and W2 SSWs across different reanalyses. Key10

characteristics of SSW, such as the warming of the lower and middle polar stratosphere, the deceleration of the polar vortex,

and the injection of tropospheric wave activity, were compared across reanalyses by Ayarzagüena et al. (in review) based on

the diagnostic benchmarks by Charlton and Polvani (2007). Common events were considered to avoid possible discrepancies

between reanalyses due to a different sampling.In both the pre- and post satellite periods of comparison, the agreement

between datasets is very high. Only small discrepancies are found for the deceleration of the polar vortex at 10hPa in the case15

of NCEP-R1, particularly in the historical period. These discrepancies are probably related to the lowest model top and

vertical resolution of NCEP-R1 model, since other SSW properties computed at lower levels do not present discrepancies

between reanalyses.

As shown in Fig. 3, anomalous meridional eddy heat flux (HF), averaged between 45° N and 75◦ N, and its different

contributing terms (Nishii et al., 2009) have been computed as a function of height about the onset date of SSWs. Since some20

previous studies have shown differences in mechanisms triggering different types of SSWs (e.g., Smith and Kushner, 2012;

Barriopedro and Calvo, 2014), the heat flux analysis is shown separately for WN1 and WN2 SSWs in the comparison period.

The results of the Reanalysis Ensemble Mean (REM) resemble very much those by Smith and Kushner (2012) for D and S

events, respectively, despite the lack of a one-to-one correspondence between WN1 (WN2) and D (S) SSWs.

WN1 events are mainly triggered by the interaction between climatological and anomalous waves (Figs. 3a, e and i) during25

persistent and moderately intense peaks of HF anomalies. Conversely, WN2 events are related to intense but short pulses of

HF arising from anomalous wave packets (Figs. 3c, g and k). The comparison among reanalyses results reveals that all

datasets can reproduce the different mechanisms involved in WN2 and WN1 SSWs. The spread is higher for WN2 SSWs than

for WN1 SSWs particularly during the days immediately before the occurrence of SSWs (Figs. 3b, d, f, h, j, and l). This is

probably due to the smaller sample of WN2 SSWs.30

The tropospheric circulation associated with the occurrence of WN1 and WN2 SSWs in the satellite period has also been

explored. The tropospheric patterns preceding the SSWs have been computed by analyzing the averaged geopotential height
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Figure 3. (a) REM composited time evolution of the total anomalous eddy heat flux averaged over 45°N-75°N (K m s-1) at different levels

from 29 days before to 30 days after the occurrence of WN1 SSWs in the comparison period. Contour interval: 20 K m s-1. (b) Same as

(a) but for the standard deviation of the reanalyses with respect to the REM. Contour interval: 2 K m s-1. (e) and (f) Same as (a) and (b)

but for the interaction between climatological and anomalous waves. Contour interval: 10 K m s-1. (i) and (j) Same as (a) and (b) but for

the contribution of the intrinsic wave activity associated with wave anomalies to the total anomalous heat flux. (c), (d), (g), (h), (k) and (l)

Same as (a), (b), (e), (f), (i) and (j) respectively but for WN2 SSWs. Shading in (a), (e), (i), (c), (g) and (k) denotes statistically significantly

anomalies at a 95% confidence level (Monte-Carlo test).

anomalies at 500hPa in the [-10,0]-days prior to the central date of each type of SSW, while the surface signal after the

occurrence of WN1 and WN2 SSWs has been analyzed by compositing the mean sea-level pressure (MSLP) anomalies in the

[5,35]-days after these dates (not shown). The precursor signal for WN1 SSWs and WN2 SSWs shows a predominant

WN1-like and WN2-like structure, respectively. The SSW impact shows a negative Northern Annular Mode (NAM) pattern

with positive MSLP anomalies over the polar cap in both cases, but some differences are found in lower latitudes of the5

Northeastern Pacific and Atlantic basins. The Pacific responses resemble the tropospheric precursor patterns therein,

suggesting a possible remainder signal. In both cases (precursors and responses), the agreement among reanalyses is very

good and almost no differences have been detected.

This analysis shows overall very good agreement among reanalyses in the representation of the main features, triggering

mechanisms and surface fingerprint of SSWs. Despite this, some differences are found among reanalyses, particularly in the10

historical period and concerning the NCEP-R1 reanalysis. Before 1979, SSWs in NCEP-R1 show a lower mean frequency

and a different seasonal distribution with respect to JRA-55 and ERA-40. This disagreement also extends to climatological
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Figure 4. (a) Zonal winds at 10 hPa and 60N from JRA-55 for 36 sudden warmings. Events from the satellite period are in dark grey, those

from the radiosonde period are in light grey and are dashed. (b) Winds for a single satellite-period event for all reanalyses; this event is shown

by the black line in (a). (c) Zonal winds at 10 hPa and 60N for a single radiosonde-period event for all reanalyses covering this period; this

event is shown by the dashed black line in (a).

fields and their variability in upper levels. Arguably, the characteristics of the reanalysis models play an important role in this

period, since the number of available data to be assimilated at upper levels is limited. Thus, we do not recommend the use of

this reanalysis in the historical period for model evaluation initiatives.

4.3 Sampling Uncertainty vs. Reanalysis Uncertainty

Studies of stratosphere-troposphere coupling are limited by the considerable dynamical variability present in both the5

stratosphere and the troposphere below. This variability introduces considerable sampling uncertainty into composite

analyses, for example, and it is thus of interest to use the all the data that is available. The amount of observational data

increased considerably after 1979 when global satellite observations became broadly available. However, the basic theory

underlying the occurrence of SSWs was formulated by Matsuno (1971), and several well-known reviews of the dynamics of

these events were published well before a significant time series of satellite observations were available (Labitzke, 1977;10

McIntyre, 1982), indicating that the observational record largely based on radiosondes is of considerable value. This can be

expected to be even more the case within the troposphere which is more easily observed with radiosondes.

Indeed, the uncertainty arising from dynamical variability that is intrinsic to the global circulation is far larger than the

uncertainty arising from observational uncertainty and the process of assimilating this data into reanalysis products. This is

demonstrated in Fig. 4. Figure 4a shows the time-series of zonal mean zonal wind at 10 hPa, 60 N, around 36 major sudden15

stratospheric warmings from a single reanalysis, JRA-55. Events post 1979 are in solid lines, while those prior to 1979 are in

dashed lines. The broad spread across events at all lags from the central date is evident, and the character of the variability in

the two periods is not obviously different. This inter-event variability can be compared with the differences for individual

events across reanalysis products.
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Figure 5. (a) Frequency of all SSW events, and of events classified as splits or displacements for the satellite period versus the entire period

where quality reanalyses are available. (b) Same as (a) but for each month of extended winter. Error bars indicate 95% confidence intervals,

see text for details.

Figure 4b shows the corresponding time series for one event (21 Feb 1989) during the post-1979 period, for each of the 12

reanalyses. With the exception of the two reanalyses that ingest only surface observations (ERA-20C, 20CR v2), the

time-series are nearly indistinguishable relative to the dynamical variability highlighted in Fig. 4a. This is even more the case

if one omits NCEP-NCAR R1 and NCEP-DOE R2 whose forecast model top lies at 10 hPa. Although relatively few

reanalyses extend prior to 1979 (and only one of the more modern products), this close agreement holds nearly as well for the5

pre-1979 period (Fig. 4c).

Including the 21 years from 1958 to 1979, in addition to the 32 years from 1979 through 2010, can be expected to shrink

confidence intervals by a factor of
√

32/53 = 0.78; about a 20% reduction. For instance, Fig. 5 shows the impact of including

this period on the estimated frequency of SSWs. Here Lehtonen and Karpechko (2016) classification method is used to define

SSWs. Although not shown, similar results are found for the other classification methods. The confidence intervals are10

generated by a bootstrap process. For instance, for the post-1979 period, sets of 32 years chosen at random (with replacement)

from the period from 1958 through 2010; events that happen during these years are then used to generate an overall frequency.

If a year is chosen multiple times, the events that occurred during these years are also included multiple times. This is carried

out 10000 times; the 2.5th and 97.5th percentiles then define the confidence interval. A similar procedure is used for the

confidence intervals on the whole 1958-2010 period but using sets of 53 years.15

The resulting confidence intervals are indeed reduced by a factor close to the 20% estimate given above. The overall event

frequency and the frequency of splits and displacements are somewhat reduced. The seasonal distribution of events is more

substantially affected; within the broader record more events occur in January that in any other months; the period from

1979-2010 had relatively few January events and relatively many February events resulting in a rather different seasonal

evolution as shown in Fig. 1 (though one well within sampling uncertainty).20
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Similar reductions in confidence intervals can be found for more dynamical quantities. Fig. 6 shows four such examples.

Figure 6a shows the anomalous zonal wind, integrated from 1000 hPa to 100 hPa, from days 5 to 60 following the central

date. Figure 6b shows the anomalous meridional momentum flux, also integrated from 1000 hPa to 100 hPa and averaged

from days 5 to 60 following the central date. Finally Fig. 6c shows the meridional heat flux at 100 hPa, averaged from days

-15 to 0, prior to the central date (in red), and averaged from days 5 to 60 following the central date (in blue). In all cases5

confidence intervals are generated by a similar bootstrapping procedure; however in this case the events themselves are

sub-selected, rather than the years.

Again, in all cases, including the whole period results in slightly different meridional structure. The low-latitude easterly

response is somewhat weaker in Fig. 6a, the momentum flux response is somewhat more positive at all latitudes (Fig. 6b), and

the heat fluxes in the recovery period are somewhat more reduced (Fig. 6c). More importantly, the reduction in confidence10

intervals provides a stronger constraint for dynamical understanding and for model evaluation.

4.4 Assessing the Internal Consistency of SSW Events in Reanalyses

Given that sampling error tends to overwhelm differences in the representation of SSWs in different reanalysis products, we

consider an alternative approach to evaluating their fitness: an assessment of their internal consistency. Many studies have

investigated the evolution of zonal mean zonal wind using zonal-mean momentum budgets applied to reanalysis data (e.g.,15

Limpasuvan et al., 2004; Martineau and Son, 2015). Reanalysis data sets, however, are known to present biases with respect

to observations and with respect to each other. For instance, recent studies by Lu et al. (2015) and Martineau et al. (2016) have

highlighted discrepancies among data sets concerning the momentum budget. Here we summarize the analysis of Martineau

et al. (2018b), which quantified uncertainties in the zonal momentum budget among the reanalysis data sets.

The comparison is performed among all conventional reanalysis data sets except for ERA-40 whose deficiencies are well20

documented in the literature (e.g., Martineau et al., 2016) and which terminates in 2002, limiting the sample of SSW events.

The common dates identified in Table 2 are used to perform composites of the momentum budget for SSW events. The

zonal-mean momentum budget can be written as follows:

∂ū

∂t
= fv̄︸︷︷︸

fv

− 1

acos2φ

∂(cos2φu′v′)

∂φ︸ ︷︷ ︸
du′v′/dy

−v̄ 1

acosφ

∂(ūcosφ)

∂φ︸ ︷︷ ︸
Advφ

−ω̄ ∂ū
∂p︸ ︷︷ ︸

Advp

−∂(u′ω′)

∂p︸ ︷︷ ︸
du′ω′/dp

+R (1)

where f is the Coriolis parameter, u, v, ω are the zonal, meridional, and vertical components of wind, φ is the latitude, p is the25

pressure, and a is the mean radius of the Earth (6371 km). Overbars and primes denote zonal mean and anomalies with

respect to the zonal mean, respectively. While the left-hand side term expresses the zonal-mean zonal wind tendency, terms of

the right-hand side represent forcing terms. They are, in order, the acceleration due to the Coriolis torque, the meridional

convergence of momentum fluxes, the advection of zonal momentum by the meridional wind, the vertical advection of zonal

momentum by the vertical wind, and the vertical convergence of vertical momentum fluxes. The last term, R, is referred to as30
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Figure 6. (a) Composite mean of vertically averaged (100 to 1000 hPa) zonal wind anomalies, averaged over lags 5 to 60 days following major

warmings. Solid line shows the composite for all events while the dashed line shows the composite for the satellite era alone. Confidence

intervals for the whole period are shaded while those for the satellite era are indicated by thin dashed lines. (b) Similar but for vertically

integrated momentum fluxes. (c) Similar but for meridional heat fluxes at 100 hPa, averaged over lags -15 to 0 (in red), and over lags 5 to 60

(in blue).

the residual and represents sub-grid scale processes such as gravity wave drag and numerical diffusion. It also includes

imbalances in the momentum equation introduced by the data assimilation process (analysis increment), errors due to the
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interpolation from model levels to pressure levels, and errors related to the numerical methods employed to evaluate each term

of the equation.

Figure 7 shows the composite evolution of all terms of the zonal-mean momentum equation during SSW events. In addition to

the terms evaluated and shown for each individual data set, the standard deviation among an ensemble of the latest reanalysis

data (CFSR, ERA-Interim, JRA-55 and MERRA-2) is displayed. SSW events are characterized by an intense deceleration of5

the zonal-mean zonal wind in the mid-stratosphere. Uncertainties in the zonal wind tendency are typically small in comparison

to other terms of the momentum equation and are largest several days before the onset date (day 0). The dominant forcing

terms are those that are typically included in the quasigeostrophic version of the momentum equation - i.e., the acceleration

due to the Coriolis torque and the convergence of meridional fluxes of momentum. These two forcings are strongly opposed,

but not completely. Their sum results in a net deceleration before the onset of SSW events. Uncertainties in these forcing10

terms due to inter-reanalysis discrepancies typically peak several days before the onset of SSW events. Other forcing terms

that are left out of the QG approximation have smaller magnitudes and show better agreement among the reanalyses. Finally,

the residual is typically negative before the onset of SSW events, in part due to the exclusion of gravity wave drag from our

analysis (Martineau et al., 2016). It becomes more neutral after the onset, suggesting a more dynamically quiet period.

It is worth noting that preceding lag 0, JRA-25 shows a markedly larger residual in comparison to other reanalyses both in the15

mid and upper stratosphere. This large negative residual may be attributed to an underestimation of deceleration by the

Coriolis torque in the mid stratosphere and an overly strong momentum flux convergence in the upper stratosphere in

comparison to other reanalyses (not shown, see Martineau et al. (2016) for more details). Note that NCEP-R1 and R2 are also

clear outliers for these two forcings in the mid-stratosphere. Their residual is however not shown here since vertical motion is

not provided in the stratosphere.20

The vertical profiles of the forcing terms and their uncertainties are shown in Fig. 8. Here, the inter-reanalysis standard

deviation is shown separately for the ensemble of latest reanalyses and an ensemble of all reanalyses (listed in legend).

Overall, all forcing terms display an exponential increase of uncertainties with height in the stratosphere. Again, the Coriolis

torque and the convergence of meridional momentum fluxes dominate in terms of uncertainty. It is also noteworthy that

uncertainties of the latest reanalysis ensemble are always smaller than the all reanalysis ensemble in the stratosphere which25

suggests an enhanced consistency in the representation of the atmospheric circulation in the modern reanalysis products.

Martineau et al. (2018a) have noted that not only the mean forcings between Coriolis torque and momentum flux convergence

are strongly opposed, but also the inter-reanalysis discrepancies in the Coriolis torque are often compensated for by

inter-reanalysis discrepancies in the momentum fluxes. This results in a seemingly better self-consistency of the momentum

equation (small residual) although the disagreement between data sets about the dominant momentum forcing terms can be30

large. This compensation could be the result of an induced meridional overturning circulation in response to biases in wave

drag from planetary waves or gravity waves among the data sets. The meridional overturning circulation is an ageostrophic
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Figure 7. (a) Evolution of forcing terms of the zonal-mean momentum equation at 10 hPa (dashed lines) and 3 hPa (solid lines) in the course

of SSW events. All variables are averaged from 45 to 85◦N. Note that the range of y axis in each panel is different. (b) The inter-reanalysis

spread (standard deviation) of the corresponding terms are shown for the latest reanalysis ensemble members. The standard deviation is

shown on a logarithmic scale: the spacing between tick marks represents a decrease or increase of the standard deviation by a factor of about

3. All quantities are expressed in ms−1day−1.

circulation and is thus not constrained by the thermal structure of the atmosphere like the zonal mean zonal winds which

largely obeys geostrophic and hydrostatic balance in the extratropics.
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Figure 8. Vertical profiles of each term in the momentum equation averaged from lags 5 to 0 days during SSW events. All variables are

averaged between 45 and 85◦N. Individual reanalyses are shown to the left and the inter-reanalysis standard deviation is shown to the right

on a logarithmic scale. The latter is shown for all reanalyses (grey) and for just the modern reanalyses (black; CFSR, ERA-Interim, JRA-55

and MERRA-2). All quantities are expressed in units of ms−1day−1.

The aforementioned results characterized uncertainties of the momentum budget in reanalysis data sets by considering all

SSW events but the study of Martineau et al. (2018a) provides a more thorough analysis by investigating differences between

SSW events characterized by a split or displacement of the stratospheric polar vortex. The classification is done by both using

vortex moment diagnostics (see section 4.2) and by identifying the dominant fluxes of wave activity from the troposphere to

the stratosphere (whether dominated by wavenumber 1 or 2) prior to the events. Overall, there is no striking difference in the5
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uncertainties of the momentum budget between these different types of events. It is rather found that the intensity of the event,

evaluated by the magnitude of the deceleration of zonal-mean zonal wind prior to the reversal, is more relevant for the

agreement between reanalysis data sets. As is somewhat intuitive, the events that showed the strongest deceleration, and

largest forcing terms were shown to suffer from larger inter-reanalysis uncertainties.

In summary, there is generally a good agreement between the various terms of the zonal-mean momentum budget among5

reanalysis data sets. The discrepancies are small enough as to not introduce important uncertainties in our understanding of

the dynamical evolution of SSW events. Inter-reanalysis uncertainty typically increases exponentially with height as the

forcing terms also grow in magnitude. The dominant forcing terms, i.e., momentum flux convergence and the Coriolis force,

dominate the budget and have the largest uncertainties. The residual also increases with height, indicative of the greater role

played by gravity waves in the momentum budget in the mid-to-upper stratosphere. Differences in the contribution of gravity10

waves to the momentum budget among reanalyses are hard to evaluate since gravity wave drag is not commonly provided for

the reanalysis data sets; we therefore recommend that future data sets provide daily parameterized gravity wave drag on the

standard pressure levels.

5 Annular Modes

The annular modes have been used to quantify the coupling between the stratosphere and troposphere, particularly that15

associated with SSW events (e.g., Thompson and Wallace, 2000; Baldwin and Dunkerton, 2001). In the troposphere, the

annular modes characterize meridional shifts in the extratropical jet streams; a positive index indicates the jet is located

poleward of its climatological position. The jet streams are associated with the extratropical storm tracks, so that the annular

modes are linked with shifts in storm activity, particularly in Northern Europe and eastern North America (e.g., Thompson

and Wallace, 1998). In the stratosphere, the annular modes chiefly characterize variations in the strength of the polar vortex. A20

positive index indicates a stronger than average vortex, so that the breakdown of the vortex in an SSW is associated with an

abrupt shift to a very negative annular mode index in the stratosphere.

As found by Baldwin and Dunkerton (2001), the negative shift in the stratospheric annular mode index associated with an

SSW precedes a similar (albeit weaker) shift towards a negative annular mode index in the troposphere by a few days. The

equatorward shift in the tropospheric jet stream persists on the order of 30 to 60 days, due to the slow recovery time scale of25

the lower stratospheric vortex. SSWs are therefore important for seasonal to subseasonal forecasts (e.g., Sigmond et al., 2013;

Butler et al., 2019).

In addition, the annular modes have been used to investigate cases where the polar vortex is stronger than average (Baldwin

and Dunkerton, 2001; McDaniel and Black, 2005). While less "event" like, in the sense that they lack a clear, abrupt onset,

"Polar Vortex Intensification" events are somewhat of an opposite analogue to a SSW. A stronger than average polar vortex30
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(i.e., a positive annular mode state in the stratosphere) is associated with a poleward shift in the tropospheric jet (i.e., a

positive annular mode in the troposphere).

5.1 Consistency of the annular mode index across reanalyses in the post and pre-satellite periods

As detailed by Gerber and Martineau (2018), we use a simplified procedure to compute the annular mode indices from the

reanalyses. As proposed by Baldwin and Thompson (2009), the annular mode index is defined by the polar cap averaged5

geopotential height (all latitudes poleward of 65◦), normalized to have zero mean and unit variance. To ensure that the annular

mode indices characterize meridional shifts in geopotential height at all levels, the global mean geopotential height is first

removed at each time step before computing the polar cap averages (Gerber et al., 2010). In keeping with the sign convention

of Thompson and Wallace (2000), we also reverse the sign, so that a high index state is associated with a lower than average

polar cap geopotential height. This definition of the annular mode requires extrapolation of data to pressure levels below the10

surface in regions of high topography, which was done by the reanalysis centers with the exception of the MERRA products.

To avoid introducing extrapolation errors, we omit with the MERRA and MERRA2 from comparisons below 700 hPa.

For the satellite era, 1979 onward, Gerber and Martineau (2018) found that a REM constructed from the most recent

reanalyses (ERA-Interim, JRA-55, and NCEP-CFSR) provided a reliable benchmark for comparison. MERRA2 was not

included in the REM due to missing data below 700 hPa, but the results are nearly identical if it is included. For the15

pre-satellite period, it was unclear if a REM was meaningful, particularly in the austral hemisphere. In the analysis shown in

Fig. 9, JRA-55 is used as an arbitrary point of comparison. We focus on a subset of the pressure levels between 1000 and 1

hPa that were shared by all reanalyses; levels above 10 hPa, however, are unavailable for NCEP-R1/R2 and NOAA 20CR

v2/v2c reanalyses.

Figure 9 contrasts consistency between the reanalyses in the post- and pre-satellite periods. To assess performance during the20

satellite era, Figs. 9a and c correlate the annular modes computed from each individual reanalysis with the REM index over

the standard WMO climatological period, 1981-2010. Essentially the same results would be found for any period after 1979,

with some evidence of greater agreement in the last decades at upper levels (not shown). In the Northern Hemisphere, the

annular mode indices computed from all of the full-input reanalyses are almost indistinguishable (the squared correlations are

near one). In the Southern Hemisphere, there is reasonable agreement between all the full-input reanalyses, but with evidence25

of tighter agreement amongst the more recent reanalyses. SW:In particular, note that MERRA and MERRA2 were not included in the REM, and

are better correlated than all the earlier products. While not shown here, ERA-5 was compared with the other modern reanalyses over a

trial period by Gerber and Martineau (2018). For 2008-2016, where early output was available, ERA-5 appears as good as the

other modern reanalyses.

In the Northern Hemisphere, the conventional-input JRA-55C reanalysis provides a very good estimate of the state of the30

annular mode until as high as 10 hPa. JRA-55C’s annular mode index, however, is noticeably less correlated with the REM in
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Figure 9. The squared correlation between the (a, b) Northern and (c, d) Southern Annular Mode indices computed from each individual

reanalysis with (a, c) a Reanalysis Ensemble Mean (REM) for the period 1981-2010, and (b, d) with the Annular Mode index of JRA-55

for the pre-satellite period, 1958-1978. As detailed in the text, the REM for the more recent period is constructed from three of the most

recent reanalyses (ERA-Interim, JRA-55, and NCEP-CFSR). In the pre-satellite period, a REM proved less meaningful. Comparable plots

are obtained if NCEP-R1 or ERA-40 are used instead of JRA-55.

the Southern Hemisphere, suggesting the satellite observations are critical for quantifying the large scale circulation of the

austral hemisphere. At the surface, and throughout most of the troposphere, the surface-input reanalyses 20CRv2/v2c and

ERA-20C are also well correlated with the REM. The annular mode indices in the 20CR reanalyses, however, quickly

decorrelated with the REM above the tropopause, suggesting that these reanalyses cannot effectively capture stratospheric

variability. ERA-20C also looses skill in the stratosphere, but much more slowly, particularly in the Northern Hemisphere.5

The R2 of approximately 0.6 at 10 hPa indicates that ERA-20C captures 60% of the variance in the annular mode at this

height in the stratosphere. As discussed in greater detail by Gerber and Martineau (2018), ERA-20C appears to capture

approximately half of the observed SSWs, and simulates the same frequency of events overall.
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We note that the JRA-55AMIP integration does not meaningfully capture any of the annular mode variability. This was an

expected result; this integration is not a reanalysis, but rather the JRA-55 model forced with observed SSTs, as in a standard

Atmospheric Model Intercomparison Project (AMIP) simulation. Knowledge of the sea surface temperature is not sufficient

to constrain the large-scale circulation of either hemisphere.

Only six reanalyses provide coverage in the pre-satellite era. Here we restrict ourselves to the period 1958-1979, as only5

NCEP-R1 and the surface-input reanalyses extend further back in time, but Gerber and Martineau (2018) consider earlier

periods. We have arbitrarily chosen JRA-55 as the reference time series for Figs. 9b and d, but qualitatively similar structure is

found if ERA-40 or NCEP-R1 is used instead. In the Northern Hemisphere, we find that the annular mode is consistently

represented in the full-input reanalyses, with growing uncertainty above 10 hPa (where NCEP-R1 is not available). This result

is consistent with the ability of the conventional input reanalysis JRA-55C to capture Northern Annular Mode variability in10

the satellite period.

While ERA-20C still captures more of the variability in the stratosphere in comparison to the 20CR reanalyses, the R2

correlation is weaker during this period. At 10 hPa, ERA-20C captures only 40% of the variability in the full-input reanalysis

JRA-55 (or equivalently, ERA-40 and NCEP-R1), compared to 60% in recent years. This could be due to reduction in surface

observations during this earlier period.15

In the Southern Hemisphere, the situation is different. There is little agreement between JRA-55 and the other reanalyses.

Similarly poor agreement is found if NCEP-R1 or ERA-40 is chosen as the reference time series (not shown), though we do

find the NCEP-R1 is somewhat better correlated with the surface-input reanalyses in the troposphere than either JRA-55 or

ERA-40. The poor consistency between the reanalyses in the pre-satellite period was somewhat expected, given the inability

of JRA-55C to capture the Southern Annular Mode in recent years. But the fact that JRA-55C still captured 85% or greater of20

the variance in the REM at nearly all levels suggests that a scarcity of conventional observations before 1979 is a larger part of

the problem.

As discussed in Gerber and Martineau (2018), it is difficult to assess the synoptic variability of the Southern Annular Mode

from direct measurements. On monthly time scales, Marshall (2003) has constructed a station based index that is correlated at

approximately R=0.85 with the near surface Southern Annular Mode index. For JRA-55 and ERA-40, this correlation drops25

markedly (to approximately 0.5) in the pre-satellite period 1958-1978. NCEP-R1’s correlation also weakens, but only drops to

approximately 0.7. In contrast, the surface based reanalyses ERA-20C and 20CR maintain their correlation with the Marshall

(2003) index. The 20CR products, however, have been shown to miss most of stratospheric variability in earlier periods. Thus,

for probing the large scale circulation of the stratosphere-troposphere in the pre-satellite Southern Hemisphere atmosphere,

ERA-20C might actually provide a more reliable estimate, even though NCEP-R1, ERA40, JRA-55, and NCEP-R1 assimilate30

radiosonde data and other free atmosphere observations.
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5.2 Sampling Uncertainty vs. Reanalysis Uncertainty

As found with the evolution of the stratosphere during an SSW event in Section 4.3, our ability to quantify the large-scale

tropospheric response to SSWs and polar vortex intensification events is primarily limited by the finite length of the reanalysis

records, not differences between the reanalyses. Figure 10 compares the sampling uncertainty in the “dripping paint" plots of

Baldwin and Dunkerton (2001) to uncertainty associated with differences in the reanalyses. Panels (a) and (b) provide an5

update on the evolution of the annular mode index about weak and strong vortex events, now based on almost 6 decades of

JRA-55 reanalysis. Following Baldwin and Dunkerton (2001), composites are centered about the date the 10 hPa index drops

below -3 (rises above 1.5) standard deviations. The asymmetry in event criteria was based in part on the fact that the annular

mode index at this level is skewed negative on account of SSWs, but 1.5 standard deviations is a much weaker threshold, such

that more strong events are identified.10

The weak vortex composite (Fig. 10a) shows a rapid breakdown of the stratospheric polar vortex in the week preceding an

event, evident first at upper levels, but become nearly synchronous in height by the time of onset. The stratospheric vortex

then slowly recovers, from top to bottom, taking nearly three months in the lower stratosphere. During this long period of

recovery, the tropospheric annular mode tends to be weakly negative, indicating an equatorward shift in the jet stream.

The strong vortex events (Fig. 10b) exhibit a similar structure, but shifted earlier in time relative to date of event onset. The15

stratospheric vortex exhibits a positive annular mode (i.e., is stronger than average) for over a month in advance, associated

with a positive tropospheric annular mode (poleward shift in the tropospheric jet) that is already fully developed by time zero.

This shift is partly due to the fact that polar vortex intensification events tend to build slowly, on the time scale of radiative

forcing, and so are harder to align in time. With respect to the amplitude of these events, pay close attention to the color scale.

A weak vortex event is associated with a 3 standard deviation drop in the annular mode index in approximately 1 week,20

corresponding to a 1.4 km rise in the 10 hPa surface at the pole. In contrast, the strong vortex event is associated with a more

gradual 0.7 km drop in the 10 hPa surface over a month.

Figures 10c and d show the 1 standard deviation error bound on the weak and strong vortex composites, respectively. As

shown by Gerber and Martineau (2018), inter-event variance of the annular mode indices is on order of unity at all times

except in the stratosphere at event onset (which occurs by construction: the 10 hPa index annular mode is always25

approximately -3 or 1.5 at lag 0). The sampling uncertainty of the composite is thus approximately 1 over the square root of

the number of events. For weak vortex cases, where we have only 32 events, this is approximately 0.2, of the same order as

the signal at any given time! As argued by Baldwin and Dunkerton (2001), the troposphere is only significant if one averages

over an extended period, taking advantage of the fact that tropospheric annular mode tends to exhibit memory on the order of

10 days. If we ask for a 95% confidence interval at any given time, we need the signal to be about equal to two standard30

deviations, requiring of order 100 events, a point we just approach in the case for strong vortex events.
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Figure 10. Composites of the Northern Annular Mode indices as a function of lag and pressure for (a) weak and (b) strong vortex events,

based on JRA-55 reanalyses over the period 1958-2016. Following Baldwin and Dunkerton (2001), weak (strong) events are identified when

the NAM index at 10 hPa drops below -3 (rises above 1.5), and must be separated by a minimum of 30 days. The remaining panels quantify the

uncertainty in the NAM index evolution as a function of lag and pressure. (c) and (d) show the sampling uncertainty in the mean weak/strong

composites shown in Figs. 10a,b, expressed as a one standard deviation error bound. Panels (e) and (f) show the reanalysis uncertainty: the

standard deviation between composites of weak/strong vortex events based on the 4 most recent reanalysis products (ERA-Interim, JRA-55,

MERRA2, and CFSR/CFSv2) separately, for the period 1980-2016. As discussed in the text, a standardized set of event dates are used to

prevent the aliasing of sampling error.

Differences between the reanalyses are an order of magnitude smaller than the sampling error, as shown in Figs. 10e and f.

This measure of the “reanalysis uncertainty" was constructed by comparing weak and strong vortex composites based on the

most recent reanalyses (ERA-Interim, JRA-55, MERRA2, and CFSR/CFSv2) separately. We find that composites based on

one reanalysis versus another are almost indistinguishable, provided one uses a standardized set of event dates. As the

uncertainty is more than 10 times smaller than the sampling uncertainty, we’d need a record 100 times as long (i.e., 60005

years!) for the choice of reanalysis to become as important as sampling uncertainty.

Gerber and Martineau (2018) show that using a consistent set of event dates is important for this comparison. The threshold

nature of the event detection implies that very small differences between reanalyses can lead to the detection of different

events (or more frequently, a shift in the timing of a given event). This effectively aliases sampling uncertainty in a
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comparison of reanalyses: the key is that the annular mode indices vary very little between reanalyses (on the order of 1% at

most), but the inter-event variance is of order 100%.

A similar conclusion applies to other measures of the coupling between the stratosphere and troposphere through the polar

vortex, such as the variance and persistence of the annular mode indices as a function of season explored by Baldwin et al.

(2003) and Gerber et al. (2010): results based on one reanalysis are not significantly different from those based on another5

with respect to the sampling uncertainty. This suggests that lengthening the reanalysis record has a substantial effect on our

ability to quantify the coupling between the troposphere and stratosphere.

The sampling uncertainty shown in Figs. 10c and d was based on JRA-55, which provides two additional decades (50% more

years) than the other most recent reanalyses which are restricted to the satellite era. As the sampling error decays with the

square root of the number of events, these error bounds are 20% smaller than could be obtained from the other modern10

reanalyses. This reduction depends on the assumption that JRA-55’s reanalysis from 1958-1978 is of sufficiently high quality,

supported by our comparison of the pre-satellite era reanalyses in Fig. 9, and the fact that JRA-55C does a good job of

capturing annular variability since 1979 without the aid of satellite observations. We look forward to assessing the ERA-5

reanalysis, which is planned to extend back to 1950.

6 Final Stratospheric Warming Events15

The extratropical stratosphere exhibits a pronounced seasonal cycle with westerly winds in the winter hemisphere (with the

exception of SSW events) and easterly winds in the summer hemisphere. The final transition from the westerlies to the

easterlies, which occurs every year, is referred to as a Stratospheric Final Warming (SFW) event. Similar to SSW events, SFW

events show a signature of zonal-mean zonal wind deceleration in the troposphere, indicative of a downward coupling, and a

signature of enhanced upward Eliassen-Palm (EP) flux propagation to the stratosphere prior to the events (Black and20

McDaniel, 2007; Sun and Robinson, 2009). As such, they allow us to evaluate the representation of stratosphere-troposphere

dynamical coupling in both hemispheres. There is greater variability of final warmings in the Northern Hemisphere compared

to the Southern Hemisphere, but strospheric ozone loss has influenced their statistics in the Southern Hemisphere. Given their

influence on the troposphere, the timing of the final warming has implications for seasonal forecasting (e.g., Ayarzagüena and

Serrano, 2009; Hardiman et al., 2011; Byrne and Shepherd, 2018; Lim et al., 2018; Butler et al., submitted).25

The final warming of the polar vortex is of key importance in chemistry-climate models. Once the polar vortex has broken

down, ozone rich air can be transported to polar latitudes again. In the Southern Hemisphere, a late final warming time in

models will mean that the simulated Antarctic ozone hole persists longer through the year than is observed. A bias in the final

warming time is also an indication of polar temperature biases, which will adversely affect the modelling of heterogeneous
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Figure 11. (a) Final transition of zonal mean zonal wind from westerly to easterly at (top) 60◦S and (bottom) 60◦N. Monthly mean data

is used, for the period 1979—2010 for all reanalysis data products expect 20CR v2 (which uses 1979—2009) and ERA-40 (which uses

1979—2002). The multi-reanalysis mean (REM) is shown as a thick brown line, and uses data from all products except 20CR v2. The dark

gray shading indicates the inter-reanalysis standard error (again excluding 20CR v2), scaled to represent a 95% confidence interval. (b) The

difference, in the final warming times shown in panel (a), of each reanalysis from the multi-reanalysis mean. 20CR v2 is excluded from the

REM since final warmings are calculated using only those years for which the SH final warming occurs before January, and in 20CR v2

there are many years for which no final warming occurs, making the final warming calculation of limited value. We hope to better format

and combine these figures during the revision process.

ozone destruction there (Eyring et al., 2006). Adequate representation of the timing of the final warming in reanalysis data

sets therefore has important implications for the evaluation of chemistry-climate models.

The final warming date is defined here as the day on which the zonal mean zonal wind at 60º becomes easterly for the final

time during winter/spring. This occurs first in the mesosphere in the Southern Hemisphere (Fig. 11; shown only up to 1 hPa)

but first in the mid-stratosphere in the Northern Hemisphere. With the exception of 20CR, all reanalysis products agree on the5

mean final warming date to within 6 days.
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Figure 12. Mean final warming date at 60°N (as in Figure 11) composited over (a) 10 hPa-first years and (b) 1 hPa-first years (defined in

text). The percentage of 10 hPa-first years is: 73.9 in ERA-40, 78.1 in ERA-Interim, 75.0 in JRA-25, 75.0 in JRA-55, 78.1 in MERRA, and

68.8 in NCEP-CFSR. Data from the reanalyses 20CR, NCEP-R1, and NCEP-R2 does not extend above 10 hPa, so these products cannot be

used for this diagnostic.

A closer study of the final warming in the Northern Hemisphere reveals that in some years the final warming occurs first in

the mid-stratosphere (” 10hPa-first years”), but in some years occurs first in the mesosphere (”1hPa-first years”) (Fig. 12). In

27 of the 32 years used, the reanalysis products all agree on the final warming type. Although there is generally a good

agreement among full-input reanalyses, ERA-40 shows larger discrepancies in the mid- to lower- stratosphere transition date

with respect to other data sets.5

Correctly simulating the proportion of 10 hPa-first years and 1 hPa-first years is an area in which climate models do not

currently perform well. In the reanalyses 68—79% of years are 10 hPa-first years, whereas only 36% of all modeled years,

using the chemistry-climate models participating in phase 2 of the Chemistry-Climate model Validation activity (CCMVal-2)

are 10 hPa-first years (Hardiman et al., 2011). Thiéblemont et al. (2019) note a similar underestimation of 10 hPa-first years in

the CESM and EMAC climate models.10

7 Modulation of Stratosphere-Troposphere Coupling by ENSO and QBO

The Northern-Hemisphere winter stratospheric polar vortex varies in strength from year to year with several external factors

(Yoden et al., 2002). One prominent source for this interannual variability is ENSO, the main mode of interannual variability

in the tropical troposphere. During its warm phase (El Niño), Rossby wave trains propagate towards mid-latitudes in the

Northern Hemisphere (NH) in boreal winter, strengthening the Aleutian low (e.g., Horel and Wallace, 1981). As a15

consequence, upward propagation of planetary waves into the stratosphere is enhanced, which results in a weaker and a

warmer polar stratosphere ([e.g., Brönnimann, 2007; Cagnazzo and Manzini, 2009). On the contrary, during the cold ENSO

phase (La Niña), the weakening of the Aleutian low leads to reduced upward-propagating wave activity into the stratosphere,
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strengthening the polar vortex (Iza et al., 2016). For a comprehensive review of ENSO-stratosphere teleconnections, see

Domeisen et al. (2019).

ENSO’s influence on the extratropical circulation is not limited to the time-mean flow. Barriopedro and Calvo (2014) found

an ENSO modulation of the blocking precursors of SSWs, leading to distinctive wave signatures of SSWs during opposite

ENSO phases: during El Niño, SSWs are predominantly associated with wavenumber-1 amplification in the lower5

stratosphere, whereas La Niña SSWs tend to occur after wavenumber-2 amplification (see also Song and Son (2018)). The

way blocking events interfere with stationary waves and either amplify or damp the total injection of wave activity into the

stratosphere depends critically on their location (e.g., Woollings et al., 2010; Nishii et al., 2011; Martius et al., 2009;

Castanheira and Barriopedro, 2010).

Another source of interannual variability of the strength of the stratospheric polar vortex is the QBO which can modulate the10

nature and propagation of extratropical planetary-scale waves (Holton and Tan, 1980; Garfinkel et al., 2012). Taguchi (2015)

further suggested some nonlinear influence of QBO and ENSO onto the stratospheric polar vortex such that when QBO is in a

westerly phase in the lower stratosphere, the polar night jet weakens and SSW probability increases for the warm ENSO

phase (El Niño), whereas the changes are opposite for the QBO easterly winters.

7.1 Troposphere-stratosphere coupling through ENSO15

The wintertime-mean stratospheric response to El Niño and La Niña conditions is first compared among reanalysis datasets.

Monthly mean data from ERA-Interim, JRA-55, NCEP-CFSR, and MERRA reanalyses are used. First, for each field, time

series from 1979 to 2013 are detrended and anomalies are computed with respect to the 1981-2010 climatology. El Niño and

La Niña events are defined using the standardized NDJF sea surface temperature anomaly of Niño 3.4 (5ºN-5ºS,

120ºW-170ºW) index from the NCEP-CPC. El Niño (La Niña) winters are selected above (below) 1 SD (-1SD). The20

composites include 7 El Niño winters (1982-1983, 1986-1987, 1991-1992, 1994-1995, 1997-1998, 2002-2003, 2009-2010)

and 5 La Niña winters (1988-1989, 1998-1999, 1999-2000, 2007-2008, 2010-2011). The statistical significance of the

composites is assessed with a Monte Carlo test at the 95% confidence level.

Figure 13 shows the latitude-pressure December-January-February (DJF) average of the zonal mean zonal wind composited

for El Niño (up) and La Niña (bottom) events. In the polar stratosphere El Niño (La Niña) signal is characterized by a robust25

weakening (strengthening) of the zonal mean zonal wind in all reanalyses. All reanalyses agree on the significant area and the

sign of the anomalies, with the largest polar stratospheric signal peaking at -7ms−1 for El Niño and 8 ms−1 for La Niña.

Therefore, a good agreement across reanalyses is found for El Niño and La Niña polar stratospheric responses.

To quantify the relationship between the strength of the Aleutian low, modulated by ENSO, and the response of the

stratospheric polar vortex, Fig. 14 shows the scatter plot of the Z index at 500 hPa (average of geopotential height anomalies30
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Figure 13. Latitude-pressure cross sections of the composited DJF average of monthly zonal mean zonal wind anomalies for (up) El Niño

and (bottom) La Niña events, from left to right for ERA-Interim, JRA-55, NCEP-CFSR, and MERRA reanalyses. Contour intervals are ±

1ms−1. Solid (dashed) contours denote positive (negative) anomalies. Stippling indicates significance at the 95% level.

between 40◦N-60◦N and 180◦E-210◦E) versus the U index (zonal mean zonal wind averaged at 60◦N between 10 and 30

hPa), similar to Cagnazzo et al. (2009). It is important to note that these Z and U index values for each event are very similar

among reanalyses. El Niño winters (squares) are associated with negative values of the Z and U indices. This corroborates that

the deepened Aleutian low related to the negative Z index increases the upward wave propagation into the stratosphere

leading to a weaker polar vortex. In contrast, La Niña winters (triangles) are mainly related to positive Z and U indices, due to5

an anomalously weak Aleutian low and in agreement with the observed positive wind anomalies respectively, since a

weakened Aleutian low inhibits the upward wave propagation leading to a stronger polar vortex.

Results show an excellent agreement among reanalyses. Therefore, we conclude that for the purpose of studying the coupling

between the stratosphere and the troposphere during El Niño and La Niña events, any of the compared reanalyses is equally

suitable, as Iza et al. (2016) noted for La Niña events.10

7.2 Blocking patterns associated to SSWs and the modulation of ENSO

The intercomparison of ENSO’s influence on the stratosphere among reanalyses is then extended to ENSO’s influence on

SSW events and their blocking precursors. The analysis contrasts inter-dataset uncertainties with the uncertainties associated

with the definition of blocking events by using three different blocking definitions.
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Figure 14. Scatter plot of the NDJ mean Z index, versus DJF U index. Squares (triangles) represent each El Niño (La Niña) event and the

corresponding thick symbols represent El Niño and La Niña events composite.

Daily mean geopotential height at 500 (Z500) and 100 (Z100) hPa is used for this analysis which is performed for the full

1958-2012 period and the 1979-2012 satellite period. For the latter period, the REM is computed from the NCEP-CFSR,

ERA-Interim, JRA-55 and MERRA reanalyses. The REM of the full period is based on the NCEP-NCAR, ERA-40

(completed with ERA-Interim from 2002 to 2012 since the two agree well over their overlapping period from 1979 to 2002)

and JRA-55 reanalyses. Fields were interpolated (if required) to the same common 2.5◦x2.5◦ grid before any further analysis5

is carried out. Anomalies are defined with respect to the daily climatology of 1981-2010.

SSW central dates are chosen from the common dates identified in Table 2. ENSO winters were characterized by the NDJFM

average of the monthly Niño 3.4 index (http://www.cpc.ncep.noaa.gov/), defined as the regional 5◦S-5◦N; 170◦E-120◦W

monthly mean sea surface temperature anomaly with reference to 1981-2010. EN and LN winters were identified when Niño

3.4 ≥ 0.50 ◦C and Niño 3.4 ≤ -0.50 ◦C, respectively. We employed three blocking detection methods, which cover most10

approaches to blocking definition: 1) the absolute method (ABS), based on the detection of reversals in the meridional Z500

gradient; 2) the anomaly method (ANO), using Z500 anomalies above a given threshold; 3) the mixed method (MIX), a

hybrid definition of the two previous approaches. These definitions are described in more details in Woollings et al. (2018).

All methods give two preferred regions for blocking occurrence: one over the Atlantic and one over the Pacific basins, with
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maximum blocking frequencies of about 15% of days in NDJFM. However, there are substantial differences among

definitions in the blocking location within each basin as well as in the relative frequencies of Atlantic vs Pacific blocking

(Woollings et al., 2018).

Blocking precursors of SSWs were identified for each reanalysis by performing 2-D composites of blocking frequency for the

[-10,0]-day period before the central dates of SSWs. This was carried out separately for SSWs occurring during El Niño and5

La Niña winters. The REM for the full period is shown in Fig. 15. There is a spatial preference for different blocking

precursors of SSWs depending on the ENSO phase, with enhanced (reduced) blocking frequencies over eastern North

America and the North Alantic (eastern Pacific) during El Niño, and nearly opposite patterns for La Niña winters. Thus,

SSWs are often preceded by North Atlantic sector blocking during El Niño, while eastern Pacific blocks are the preferred

precursors of SSWs in La Niña winters. The comparison across reanalyses reveals a good agreement, with differences that are10

much smaller than among blocking definitions (everywhere except the blue dots in Fig. 15). The intensity, significance and

spatial extension of the signal weaken for the satellite period (1979-2012, not shown).

The composites of blocking precursors of SSWs for El Niño and La Niña winters are similar to those obtained for

wavenumber-1 and wavenumber-2 SSWs, respectively (Song and Son, 2018; Ayarzagüena et al., in review). This resemblance

suggests a tendency for wavenumber-1 (wavenumber-2) SSWs to occur during El Niño (La Niña) winters. To further illustrate15

the association between ENSO and the dominant wave signatures of SSWs, the temporal evolution of Z100 wavenumber

components are evaluated for the [-30, 30]-day period surrounding the central date of SSWs (Fig. 16). The results confirm that

SSWs are significantly preceded by wavenumber-1 amplification during El Niño, whereas SSWs preferably occur after

wavenumber-2 amplification in La Niña winters. During La Niña, the wavenumber-2 signal is accompanied by significant

anomalies in wavenumber-1, albeit they are smaller and/or shorter-lasting. With all, the results indicate an ENSO preference20

for different wavenumber signatures of SSWs that is coherent across reanalyses: wavenumber-1 SSWs tend to occur more

often during El Niño than during La Niña winters, whereas wavenumber-2 events are more likely in La Niña than in El Niño

winters. The ENSO modulation of the wavenumber component of SSWs (Fig. 16) is in agreement with the ENSO differences

in the preferred blocking precursors of SSWs (Fig. 15). This is because the blocking influence on the upward propagation of

tropospheric planetary waves depends on the geographical location of the block. Thus, enhanced blocking frequency over the25

Atlantic sector tends to amplify wavenumber-1, while eastern Pacific blocks are associated with wavenumber-2 amplification

(e.g., Barriopedro and Calvo, 2014).

The results confirm that SSWs are preceded by blocking patterns over different regions depending on the ENSO phase, with

Atlantic (eastern Pacific) blocking being the preferred precursors of SSWs during El Niño (La Niña). Accordingly, there is a

tendency for wavenumber-1 (wavenumber-2) SSWs to occur during El Niño (La Niña) winters. These differences are robust30

across reanalyses when the 1958-2012 period is used, but less evident in the 1979-2012 period. This suggests decadal

variability in the ENSO-blocking-SSW relationship (e.g., Rao et al., 2019), biases in the pre-satellite period or sampling
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Figure 15. Reanalysis ensemble mean composites of blocking frequency for the [-10,0]-day period before the central dates of SSWs occurring

during El Niño (top) and La Niña (bottom) winters of the 1958-2012 period for three different blocking definitions (columns). The blocking

frequency is expressed as the percentage of time (over the 11-day period) during which a blocking was detected at each grid point. Vertical

(horizontal) black lines indicate regions with blocking activity significantly higher (lower) than the climatology at the 90% confidence level in

at least 66% of the reanalyses. The significance is derived from a bootstrap of 1000 members, each one containing the same number of cases

and dates as the SSWs of each composite but with random years of occurrence. Blue dots highlight grid points where the inter-reanalysis

spread for a given blocking definition is larger than the spread across the reanalysis ensemble mean of blocking definitions. The numbers in

the upper left corner of panels a), d) indicate the sample size of SSWs during El Niño and La Niña winters, respectively.

issues affecting the shorter satellite period. The differences among blocking definitions are much larger than differences

among reanalyses, likely contributing to the discrepancies in the blocking-SSW relationship reported in the literature.

7.3 Nonlinear modulation of the extratropical stratosphere by ENSO and QBO

Finally, we evaluate the representation of nonlinearities in the modulation of DJF-mean polar vortex strength and SSW

occurrence with ENSO and QBO among reanalyses. SSW onset dates are defined by the common dates established in Section5

4.1 and the DJF zonal mean zonal wind at 60◦N and 10 hPa is used as a proxy for strength of the polar night jet. The analysis

period ranges from 1979 to 2011, except for 20CR v2 (1979-2010) The DJF climatology for each reanalysis is based on the

1981-2010 period.
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Figure 16. Reanalysis ensemble mean composites of the temporal evolution of 100 hPa geopotential height wavenumber-1 (blue) and

wavenumber-2 (red) amplitude anomalies at 60ºN (gpm) for the [-30,30]-day period around the central dates of SSWs occurring during El

Niño (left) and La Niña (right) winters of the full (1958-2012, top) and satellite (1978-2012, bottom) period. Shading denotes the ±2 sigma

level across reanalyses. The time intervals highlighted with thick lines indicate significant differences with respect to climatology at the 95%

confidence level in at least 66% of the reanalyses. The significance is assessed with a bootstrap test of 1000 samples with the same number

of cases and calendar days as the SSWs of each composite but with random years of occurrence. The numbers in the upper left corner of

each panel indicate the sample size of the composite.

In order to define ENSO phases, the monthly Niño 3.4 index (provided by NOAA/CPC) is averaged over DJF. The DJF mean

of the zonal mean zonal wind at the equator and 50 hPa in the respective reanalyses is used to define QBO phases. All DJF

seasons are classified into six groups defined by three ENSO and two QBO conditions. Two of the three ENSO conditions are

La Niña and El Niño, when the DJF mean Niño 3.4 index exceeds ±1 standard deviation (both inclusive). The third ENSO

condition is neutral (NT) for remaining years. The mean and standard deviation of the ENSO index are calculated for the5

1981-2010 period. The two QBO conditions are easterly (ELY) and westerly (WLY), when the DJF mean zonal wind in the

equatorial lower stratosphere is negative or positive (the latter includes zero). The resultant grouping is slightly different

among the reanalyses, as the equatorial zonal wind is different. We also test the 50 hPa equatorial zonal wind data archived at

Free University Berlin as the QBO index for all reanalyses to remove the difference in the grouping. The test shows that the

results are insensitive to this choice (not shown). It is noted that the classification of about 30 years into the six groups implies10

that in some cases the sample size is not large and therefore it is difficult to obtain statistically significant results. Before
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focusing on changes with ENSO and QBO, it will be useful to mention that except for 20CR v2, the interannual variability of

the DJF mean vortex strength is highly correlated between the reanalyses, with correlation coefficients over +0.99.

Figure 17 plots bar charts of composite zonal wind anomalies of each reanalysis for the six groups. As expected from the high

correlations of the interannual variability of the zonal wind, the plots show that the changes in the vortex strength with ENSO

and QBO are more or less similar among the reanalyses, except for 20CR v2 whose climatological vortex strength is notably5

more than twice that of other reanalyses. Specifically, the zonal wind anomalies tend to be slightly negative for ELY winters

regardless of the ENSO conditions. For WLY conditions, the zonal wind anomalies exhibit a clear decreasing tendency with

the ENSO SST conditions, from La Niña (positive wind anomalies) through neutral to El Niño (negative anomalies).

It is noted that the sample sizes of the six groups are not the same among all reanalyses, implying that the equatorial zonal

wind and hence QBO classification are different in some cases. This may matter when one extracts changes with QBO10

conditions that are defined using an equatorial zonal wind index in the respective reanalyses, but this effect seems limited here

since most reanalyses show similar results.

Figure 18 similarly plots bar charts of SSW probabilities for the six groups. Here, for each group, the SSW probability is a

ratio (times 100) of the number of SSWs to the number of years. The charts show that although the classification of QBO

years is slightly different among the reanalyses, the changes in the SSW probabilities are similar among the data sets, except15

for 20CR v2 which has no SSWs. For ELY, the probabilities tend to decrease from La Niña, through neutral, to El Niño. A

characteristic feature is the highest SSW probability for La Niña and ELY (group 1). On the other hand, for WLY, the

probabilities slightly increase in the opposite way, from La Niña, through neutral, to El Niño, consistent with the changes in

the zonal wind anomalies (Fig. 17). These changes in the SSW probabilities do not necessarily match changes in DJF zonal

wind anomalies (Fig. 17), since the occurrence or absence of a SSW during each winter depends not only on the DJF mean20

vortex strength but also on its variance.

8 Stratosphere-Troposphere Coupling through the Antarctic Ozone Hole

In recent decades, severe stratospheric ozone depletion has led to the Antarctic ozone hole in austral spring (Thompson and

Solomon, 2002). This has resulted in substantial cooling in the lower stratosphere, leading to an increase in the latitudinal

temperature gradient and a consequent strengthening of the stratospheric polar vortex. Through mid-to-late spring, this25

mid-to-high latitude circulation anomaly descends from the lower stratosphere to reach the troposphere during austral summer

(Son et al., 2018, e.g.,). The anomalous tropospheric circulation is associated with a noticeable increase in zonal mean sea

level pressure difference between the mid and high latitudes, commonly referred to as an increase in the positive phase of the

Southern Annular Mode (SAM). The positive SAM is generally marked by a poleward displacement and intensification of the

tropospheric mid-latitude jet. Although ozone loss has a direct impact on stratospheric temperatures by reducing the30
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Figure 17. Bar charts showing composite anomalies of the DJF-mean zonal wind at 60◦N, 10 hPa for the six groups in the nine reanalyses as

indicated above each panel. Groups 1, 2, and 3 are for QBO ELY winters: 1 for La Niña, 2 for NT, and 3 for El Niño. Groups 4-6 are similar

but for QBO WLY winters. Each bar denotes the sample size. Each panel also includes the climatological wind value in ms−1.

absorption of incoming solar radiation, a number of studies show that the anomalous circulation is strongly influenced by

changes to wave forcing and wave mean-flow interaction (Orr et al., 2012). Here, the impacts of the ozone hole on the

dynamical coupling between the stratosphere and the troposphere in the spring and summer Southern Hemisphere are

examined in the ERA-Interim, JRA-55, MERRA, and CFSR reanalyses datasets.

Figure 19 shows the trends in zonal mean temperature over the SH polar region between 1979 and 2001 for the four datasets.5

The period is selected because the most severe ozone depletion took place during this time. In ERA-Interim, the cooling starts

at 30 hPa in October and peaks at around 100 hPa between mid-November and early December (with trends reaching -4 K

dec−1), which is in good agreement with radiosonde data from Antarctica (Thompson and Solomon, 2002). The other three

reanalyses all show broadly similar results with downward descent pattern from 30 hPa to 300 hPa. However, compared to

ERA-Interim, CFSR shows considerably stronger and longer-lasting cooling (by up to -1 K dec−1) between 100 and 300 hPa,10
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Figure 18. Same as Fig. 17, but for SSW probabilities (in %) computed as the ratio of the number of SSWs to the number of years for each

group. PM: [Uses MSSW instead of SSW. Needs update.]

and enhanced warming below 300 hPa (by around 0.5 K dec−1). This would lead to a comparative weakening of the

atmospheric stability near the tropopause. In both CFSR and MERRA, the cooling also starts noticeably earlier than

ERA-Interim.

Figure 20 shows the corresponding trends in zonal wind over the SH polar regions, with all four reanalyses showing the

expected strengthening of the SH circumpolar winds from the lower stratosphere down to the surface. In ERA-Interim, the5

strengthening starts in mid-to-late September at 30 hPa, peaks at around 5 m s−1 dec−1 between late November and early

December, and reaches the lower troposphere in January. The results from ERA-Interim, JRA55 and MERRA are in relatively

good agreement, with differences not exceeding ±0.3 m s−1 dec−1. However, in CFSR the initial strengthening of the winds

in the lower stratosphere occurs earlier than in ERA-Interim, while in the lower troposphere they are delayed, indicating a

comparatively slower downward descent rate in CFSR.10
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Figure 21 shows the trends of the total Eliassen-Palm (EP) flux divergence from 40-80°S derived from the four datasets. In

ERA-Interim, there are positive EP flux divergence anomalies from September to November and negative EP flux divergence

anomalies from December to February in the lower stratosphere, which imply a strengthening of the polar vortex in spring

followed by a delayed breakup of the vortex in summer. This is consistent with the circulation changes shown in Figs. 19 and

20. In the stratosphere, the anomalies of EP flux divergence are dominated by planetary waves. In the troposphere, both5

planetary and synoptic waves are affected. In late austral spring, a region of positive EP flux descends from the upper

troposphere down to the surface, which is dominated by planetary waves in the upper troposphere and synoptic waves in the

lower troposphere. These wave forcing anomalies are consistent with the downward descent of strengthened circumpolar

winds, shown in Fig. 20. The other three reanalyses show a broadly similar pattern in the stratosphere, particularly JRA55,

although the negative EP flux divergence trend in summer is typically strongest in ERA-Interim (by around -0.2 m s−1 d−110

dec−1). Considerable differences are detected when compared to MERRA and particularly CFSR, which take the form of

alternating positive and negative horizontally-orientated bands in total (planetary and synoptic) wave contributions. The

disagreement is most profound in the troposphere, with differences reaching ±0.8 m s−1 d−1 dec−1. In all four reanalyses the

region of negative EP flux divergence descends into the upper troposphere during summer, but is less pronounced in

ERA-Interim largely due to differences in the synoptic wave component.15

We also found that the corresponding trend in the vertical component of EP flux is characterized by reduced planetary wave

propagation from the troposphere into the stratosphere in austral spring and enhanced planetary wave propagation in austral

summer (not shown). All four reanalyses demonstrate similar broad features. Nevertheless, it is apparent that ERA-Interim

and JRA55 show stronger and longer lasting upward wave propagation in austral spring compared to MERRA and CFSR (not

shown). In the troposphere, the intensification of winds during summer is associated with anomalies of both vertical and20

horizontal synoptic EP flux divergent anomalies (not shown). The results for CFSR, in particular, show considerable

differences when compared with the other three reanalyses. The disagreement again takes the form of alternating positive and

negative horizontally-orientated bands.

The four modern reanalyses support the notion that ozone depletion leads to a strengthening of the stratospheric polar vortex

and consequent downward movement of zonal mean anomalies. They broadly agree on characterising the dynamical25

evolution of circulation anomalies and associated wave forcing in high southern latitudes during the period of formation of the

ozone hole (Thompson et al., 2011; Son et al., 2010, 2018). The wave driving characteristics associated with the circulation

changes are in general agreement with the hypothesis examined by Orr et al. (2012). Noticeably large differences in EP fluxes

and divergence are found in CFSR compared to the other three reanalyses datasets, which appear to be related to vertically

alternating positive and negative anomalies. This could be related to a misrepresentation of static stability, the cause of which30

is likely due to model drift induced by radiative heating imbalance during data assimilation, rather than observational errors

(e.g., Lu et al., 2015). Another possible cause of the differences in CFSR estimates is the discontinuities in satellite

instrumentations (Dee, 2005; ?).
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Figure 19. The dashed contours show time-height cross sections of zonal-mean temperature trend (with contour intervals of 1 K dec−1)

averaged over latitudes 60-90°S during 1979-2001 for a) ERA-Interim, b) JRA 55, c) MERRA, and d) CFSR. The shadings show the

differences between the various reanalysis and ERA-Interim at intervals of ±0.1, ±0.3, ±0.5, ±0.7, ±0.9 and ±1.1 K dec−1.
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Figure 20. The contours show time-height cross sections of zonal-mean zonal wind trend (with contour intervals of 1 m s−1 dec−1) averaged

over latitudes 50-70°S during 1979-2001 for a) ERA-Interim, b) JRA 55, c) MERRA, and d) CFSR. The shadings show the differences

between the various reanalysis and ERA-Interim at intervals of ±0.1, ±0.3, ±0.5, and ±0.7 m s−1 dec−1.
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Figure 21. The contours show time-height cross sections of the trend in the E-P flux divergence due to all waves (left), planetary-scale waves

(middle) and synoptic-scale waves (right) averaged over the latitude band of 40-80°S during 1979-2001 for (a-c) ERA-Interim, (d-f) JRA 55,

(g-i) MERRA, and (j-l) CFSR at intervals of ±0.1, ±0.2, ±0.4 and ±0.8 m s−1 d−1 dec−1. Solid and dashed contours indicate positive and

negative values, respectively. The shadings show the differences between the various reanalyses and ERA-Interim at intervals of ±0.05, ±0.1,

±0.2, ±0.4 and ±0.8 m s−1 d−1 dec−1. Note that MERRA data on the 1000, 850 and 750 hPa pressure levels are excluded.
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9 Conclusions and Future Work

We have assessed the reanalyses’ representation of large scale coupling between the troposphere and the stratospheric polar

vortices, which are present during the extended winter season (or, polar night) of each hemisphere. This coupling is chiefly

effected through major Sudden Stratospheric Warming (SSW) events, which are found almost exclusively in the Northern

Hemisphere. Much of our focus has thus been on the boreal extratropical atmosphere on synoptic to intraseasonal time scales5

(Section 4). The influence of the tropics on the Northern Hemisphere polar vortex, however, is felt through modulation of

SSWs by the tropical ocean (ENSO) and stratosphere (QBO) on lower frequencies (Section 7). Large scale coupling on

synoptic to seasonal timescales in both hemispheres was assessed by comparing the annular mode indices and final warming

events in Sections 5 and 6, respectively. Finally, anthropogenic induced ozone loss caused significant trends in the polar

vortex over Antarctica, as assessed in Section 8.10

Our assessment has largely focused on the self-consistency of a given reanalysis, and the consistency between the different

reanalyses, as opposed to a direct validation against measurements. The large scale circulation cannot be easily assessed from

measurements directly. Surface based observations (e.g., radiosondes) generally provide a very localized (point)

measurement, while satellite irradiance measurements provide indirect information about composition and temperaturec0.

These measurements can of course be directly linked to the large scale circulation, but the best way of doing so is through a15

reanalysis, which allows one to interpolate between localized measurements and incorporate retrieval information to infer

temperature, and hence the balanced circulation.

Figs. 22 and 23 provide an overview of reanalyses performance for the satellite (1979-) and pre-satellite (1958-78) periods

respectively, based on metrics discussed in Sections 4 to 8. We have used the 4 point scale used by all chapters in this report.

In some cases, we struggled to find entirely objective measures to provide these scores, and therefore urge the reader to20

consult the relevant sections of the report for a more careful analysis. Demonstrated suitable indicates that a reanalysis

provides a self-consistent representation of the large scale circulation that is very similar to other reanalyses at the same level.

For the very large scale structures (e.g., planetary wave structure preceding an SSW), nearly all full-input reanalyses provide a

comparable representation. As detailed in previous sections, on finer scales, and particularly at higher elevations, the more

recent reanalyses become more clearly superior.25

Suitable with Limitations indicates that a reanalysis provides a fairly consistent representation of circulation; conclusions

from previous studies that used these reanalyses would not differ significantly if redone with a Demonstrated Suitable

reanalysis. However, absent a compelling reason, these reanalyses should not be used for further research. Use with Caution

has generally been applied only to the surface-input reanalyses, and the older NCEP products, which exhibit clear

inconsistencies, particularly near their upper boundary at 10 hPa. Surface-input reanalyses are severely handicapped when it30

comes to the representation of the stratosphere, but in some cases could be used to explore variability on longer time scales.

c0The new European Space Agency Aeolus mission, launched in 2018 is an exception, designed to provide direct wind measurements.
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Figure 22. Metric based evaluation of the reanalyses during the satellite era, 1979 onward. Note that this Figure refers to sections as they

will appear in the final report, i.e., section 6.4 refers to chapter 6, section 4. The rest of our chapter will be adjusted for the final report.

Finally, as the name would imply, Demonstrated Unsuitable indicates the presence of clear problems in a reanalysis product.

In particular, all of the full-input reanalyses show clear sign of divergence from basic measurements in the Southern

Hemisphere before 1979. This is not to say, however, that there is no useful information in them. We also found significant

biases in the mean state and variability of the polar vortex in the NOAA 20CR surface-input reanalysis, such that we do not

recommend it for the purpose of investigating stratosphere-troposphere coupling.5

We find that nearly all measures of large scale coupling between the extratropical stratosphere and the troposphere are

dominated by sampling uncertainty, as opposed to uncertainty in the reanalyses. As a result, conclusions based on any full (or

conventional-input) reanalysis during the satellite era are generally valid. To put this more precisely, differences between the

reanalyses are always smaller than the sampling uncertainty. One would not obtain results that are significantly different if

you picked one reanalysis over another. The dominance of sampling uncertainty implies that our characterization of10

stratosphere-troposphere coupling is limited by the length of record; in a sense, we have a “small data" problem.

In the Northern Hemisphere, there is evidence that conventional observations are sufficient to constrain reanalyses from at

least 1958 onward, as indicated in Fig. 23. Given the dominance of sampling uncertainty, the longer record available in the

boreal hemisphere is important. An additional two decades of high quality reanalysis, as provided by JRA-55, reduces

uncertainty in stratosphere-coupling processes by about 20%. This reduction in uncertainty dwarfs the differences between15

the modern reanalysis over the satellite period, and makes a case for using JRA-55. We are excited that ERA5 will provide a

reanalysis of the atmosphere from 1950, and it is a high priority for future work to more fully assess and compare this

reanalysis.
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Figure 23. Metric based evaluation of the reanalyses during the pre-satellite era from 1958-1978.

The dominance of sampling uncertainty has implications for event based diagnostics, notably SSWs. Results based on

different reanalyses may appear to diverge from one another more substantively if one does not compare the same events, i.e.,

use the same dates. This divergence, however, is really sampling uncertainty, aliasing into the signal.

All this said, we find that that the modern reanalyses, ERA-Interim, JRA-55, MERRA 1 and 2, and to a slightly lesser extent,

CFSR/CFSv2, are demonstrably superior to earlier reanalyses, providing a more dynamically consistent representation of the5

circulation. Over the limited period for which it is available, ERA5 also appears to be equally high quality as well. As a matter

of best practice, we would urge all users to avoid earlier reanalyses unless there is specific need for them. As a practical note,

modern reanalyses are available at reduced resolution. Based largely on anecdotal evidence, this appears to be a common

reason why NCEP-R1 is still used widely: it is smaller, and thus simply easier to download. Reduced resolution is appropriate

for many analyses of the large scale circulation, but it is recommended to use a modern reanalysis with a reduced resolution10

instead of NCEP-R1.

The surface-input reanalyses are generally inferior in their representation of stratospheric variability, but may still provide

research value. We do not find evidence that NOAA-20CR reanalyses accurately capture stratospheric variability; they are

therefore not recommended for use. There is evidence that ERA-20C has accurate climatological variability in the

stratosphere, and substantial skill in recent decades of capturing the actual variability. It is not recommended for use if15

restricted to periods where other reanalyses are available, but could be valuable for analysis of stratosphere-troposphere

coupling on longer time scales. It should, however, be viewed as a mixture of a high quality free running model and a

reanalysis, as stratospheric variability is only partially constrained by observations.

To conclude, we provide an overall, albeit more subjective, assessment of the reanalyses in Table 3. Full-input reanalyses,

which make use of all available observations at a given time, have been marked recommended, consistent, or inconsistent.20

Recommended does not necessarily mean error-free, but indicates a self-consistent representation of the coupled variability,
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and consistency with other recommended reanalyses and observational constraints where available. We have marked other

reanalyses consistent when differences between them and the recommended reanalyses are small relative to sampling

uncertainty. Hence published results based on these reanalyses would not be significantly different if they were redone with a

recommended reanalysis. A mark of inconsistent indicates that the reanalysis differs substantially with others and/or available

observational constraints. While "inconsistent" is meant to convey a clear warning, it does not imply that there is no useful5

information in these reanalysis products.

Given the dominance of sampling uncertainty, we may be able to glean additional confidence in stratosphere-troposphere

coupling by careful use of earlier records and limited input reanalyses (Hitchcock, 2019). Use w/ caution has been applied to

alternative reanalyses (JRA-55C and ERA-20C), the latter of which which can be used to explore variability on longer time

scales. NOAA-20CR may be suitable for analysis of the troposphere, but exhibits clear biases in the variability of the10

stratosphere. ERA-20C, while clearly not as accurate as modern, full-input reanalysis, does appear capable of capturing

information about the variability of stratosphere given only surface data. This feat alone establishes the remarkably tight

coupling between the troposphere and stratosphere of our atmosphere.

Appendix A: Detection and classification of major SSW events.

The onset dates of SSW events identified independently for each reanalysis data sets are listed in Table A1. Then, for the15

common dates whose identification is described in section 2, events are classified as to whether they are splits or

displacements according a method adapted from Seviour et al. (2013) (Table A2), the Shibata method (Table A3) and the

method of Lehtonen and Karpechko (2016) (Table A4). These methods are described in more detail in section 4.2.

List of Acronyms

ENSO: El Niño-Southern Oscillation20

EP Flux: Eliassen-Palm Flux

NAM: Northern Annular Mode

NAO: North Atlantic Oscillation

QBO: Quasi-biennial Oscillation

SAM: Southern Annular Mode25

SSW: Sudden Stratospheric Warming
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post-satellite era, 1979 - present pre-satellite era, 1958-1979

reanalysis NH SH NH SH

ERA-40 consistent consistent consistent* inconsistent

ERA-Interim† recommended recommended n.a. n.a.

ERA-20C use w/ caution use w/ caution use w/ caution use w/ caution

JRA-25 consistent consistent n.a. n.a.

JRA-55 recommended recommended recommended* inconsistent

JRA-55C consistent* use w/ caution n.a. n.a.

JRA-55AMIP inconsistent inconsistent inconsistent inconsistent

MERRA consistent consistent n.a. n.a.

MERRA-2 recommended recommended n.a. n.a.

NCEP-R1 consistent* consistent* consistent* inconsistent

NCEP-R2 consistent* consistent* n.a. n.a.

CFSR recommended recommended n.a. n.a.

CFSv2 recommended recommended n.a. n.a.

20CR v2 inconsistent inconsistent inconsistent inconsistent

20CR v2c inconsistent inconsistent inconsistent inconsistent
Table 3. Recommendations on the use of atmospheric reanalyses to evaluate the large scale coupling between the stratospheric polar vortex

and the tropospheric circulation on synoptic to interannual time scales. This endorsement does not include the analysis of trends, where

greater caution must be employed, as discussed in Section 8. *There are few conventional observations above 10 hPa, and caution must be

employed above this level (or the reanalysis itself does not extend past 10 hPa). †ERA-Interim is being suplanted by the ERA5 reanalysis.

Tentative analysis suggests that ERA5 is as good as ERA-Interim, if not better, but we do not have sufficient evidence to make a full

recommendation. It will be particularly important to evaluate it’s performance in the Northern Hemisphere during the pre-satellite era.
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Table A1. Identification of major SSW events in reanalyses.The criterion for the detection is a reversal of zonal-mean zonal wind at 60◦N

and 10 hPa (see section 4.1 for more details). Cases where the reanalysis deviates from the “common" events are highlighted in bold. Events

that do not show a positive meridional temperature gradient at the same level within ± 5 days of the zonal wind reversal are highlighted in

green.

common NCEP-R1 CFSR ERA-40 ERA-Interim JRA-25 JRA-55 MERRA MERRA-2 NCEP-R2

30-Jan-58 30-Jan-58 31-Jan-58 30-Jan-58
— 30-Nov-58 — —
17-Jan-60 16-Jan-60 17-Jan-60 17-Jan-60
29-Jan-63 **** 28-Jan-63 30-Jan-63
— 23-Mar-65 — —
17-Dec-65 8-Dec-65 16-Dec-65 18-Dec-65
23-Feb-66 24-Feb-66 23-Feb-66 23-Feb-66
7-Jan-68 **** 7-Jan-68 7-Jan-68
28-Nov-68 27-Nov-68 28-Nov-68 29-Nov-68
13-Mar-69 13-Mar-69 13-Mar-69 ****
2-Jan-70 2-Jan-70 2-Jan-70 2-Jan-70
18-Jan-71 17-Jan-71 18-Jan-71 18-Jan-71
20-Mar-71 20-Mar-71 20-Mar-71 20-Mar-71
31-Jan-73 2-Feb-73 31-Jan-73 31-Jan-73
9-Jan-77 **** 9-Jan-77 9-Jan-77
22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79 22-Feb-79
29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80 29-Feb-80
— — — — — 6-Feb-81 6-Feb-81 — — —
4-Mar-81 **** 3-Mar-81 4-Mar-81 4-Mar-81 4-Mar-81 4-Mar-81 4-Mar-81 **** ****
4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81 4-Dec-81
24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84 24-Feb-84
1-Jan-85 2-Jan-85 1-Jan-85 1-Jan-85 1-Jan-85 1-Jan-85 1-Jan-85 1-Jan-85 01-Jan-85 31-Dec-84
23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87 23-Jan-87
8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87 8-Dec-87
14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88 14-Mar-88
21-Feb-89 22-Feb-89 21-Feb-89 21-Feb-89 21-Feb-89 21-Feb-89 21-Feb-89 21-Feb-89 21-Feb-89 22-Feb-89
— — — — — — — — — 5-Feb-95
15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98 15-Dec-98
26-Feb-99 25-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99 26-Feb-99
20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00 20-Mar-00
11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 11-Feb-01 12-Feb-01
31-Dec-01 2-Jan-02 30-Dec-01 31-Dec-01 30-Dec-01 31-Dec-01 31-Dec-01 30-Dec-01 30-Dec-01 1-Jan-02
— — 17-Feb-02 18-Feb-02 — — — — 17-Feb-02 —
18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03 18-Jan-03
5-Jan-04 7-Jan-04 5-Jan-04 5-Jan-04 6-Jan-04 5-Jan-04 5-Jan-04 5-Jan-04 6-Jan-04
21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06 21-Jan-06
24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07 24-Feb-07
22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08 22-Feb-08
24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09 24-Jan-09
9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10 9-Feb-10
24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10 24-Mar-10

54



Table A2. Classification of SSW events into splits and displacements adapted from the method described in Seviour et al. (2013). D and S

denote displacement and split events, respectively. U denotes unclassifiable events. Bold text highlights disagreement from the “common"

classification. Astricks that there was substantial disagreement on the classification of the 15-Dec-98, 20-Mar-00, and 09-Feb-10 events.

Shared Dates common NCEP-R1 CFSR ERA-40 ERA-Interim JRA-25 JRA-55 MERRA MERRA2 NCEP-R2

30-Jan-58 D D D D
17-Jan-60 S S D S
29-Jan-63 S S S S
17-Dec-65 D D D D
23-Feb-66 D D D U
07-Jan-68 S S S S
28-Nov-68 D D D D
13-Mar-69 S U S S
02-Jan-70 S S S S
18-Jan-71 S S S S
20-Mar-71 D D D D
31-Jan-73 S S S S
09-Jan-77 S S S S
22-Feb-79 S S S S S S S S S
29-Feb-80 D D D D D D D D D D
04-Mar-81 D D D D D D D D D D
04-Dec-81 U U U U U U U U U U
24-Feb-84 D D D D D D D D D D
01-Jan-85 S S S S S S S S S S
23-Jan-87 D D D D D D D D D D
08-Dec-87 S S S S S S S S S S
14-Mar-88 S S S S S S S S S S
21-Feb-89 S D S S S S S S S S
15-Dec-98 D* D U D D U D D U D
26-Feb-99 S S S S S S S S S S
20-Mar-00 U* U D U D U D U U U
11-Feb-01 S S S S S S S S S S
31-Dec-01 S S S S S S S S S S
18-Jan-03 S S S S S S S S S
05-Jan-04 D D D D D D D D D
21-Jan-06 D D D D D D D D D
24-Feb-07 D D D D D D D D D
22-Feb-08 D D D D D D D D D
24-Jan-09 S S S S S S S S S
09-Feb-10 U* S U D D S U D S
24-Mar-10 D D D D D D D D D
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Table A3. Classification of major SSW events into splits and displacements using the Shibata technique (Ayarzagüena et al., in review). S

and D denote split and displacement events, respectively.

Shared Dates common NCEP-R1 CFSR ERA40 ERA-Interim JRA-25 JRA-55 MERRA MERRA-2 NCEP-R2

30-Jan-58 S S S S
17-Jan-60 D D D S
29-Jan-63 S S S S
17-Dec-65 D S D D
23-Feb-66 D D D D
07-Jan-68 S S S S
28-Nov-68 D D D D
13-Mar-69 D D D D
02-Jan-70 D D D D
18-Jan-71 S S S S
20-Mar-71 D D D D
31-Jan-73 S S S S
09-Jan-77 D D D D
22-Feb-79 S S S S S S S S S
29-Feb-80 D D D D D D D D D D
04-Mar-81 D D D D D D D D D D
04-Dec-81 D D D D D D D D D S
24-Feb-84 D D D D D D D D D D
01-Jan-85 S S S D S D S S S S
23-Jan-87 D D D D D D D D D D
08-Dec-87 S D S S D S S S S S
14-Mar-88 S S S S S S S S S S
21-Feb-89 S S S S S S S S S S
15-Dec-98 S S S S S S S S S S
26-Feb-99 S S S S S S S S S S
20-Mar-00 D D D D D D D D S D
11-Feb-01 D D D D D D D D S D
31-Dec-01 D D D D D D D D D D
18-Jan-03 S S S S S S S S D
05-Jan-04 D D D D D D D D D
21-Jan-06 D D D D D D D D D
24-Feb-07 D D D D D D D D D
22-Feb-08 D D D D D D D D D
24-Jan-09 S S S S S S S S S
09-Feb-10 S S S S S S S S S
24-Mar-10 D D D D D D D D D
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Table A4. Classification of major SSW events into splits and displacements using the Lehtonen and Karpechko (2016) method. S and D

denote split and displacement events, respectively.

Shared Dates common NCEP-R1 CFSR ERA-40 ERA-Interim JRA-25 JRA-55 MERRA MERRA-2 NCEP-R2

30-Jan-58 S S S S
17-Jan-60 D D D S
29-Jan-63 D D S D
17-Dec-65 D D D D
23-Feb-66 S S S S
7-Jan-68 S S S S

28-Nov-68 D D D D
13-Mar-69 D D D D
2-Jan-70 D D D S
18-Jan-71 S S S S
20-Mar-71 D D D D
31-Jan-73 S S S S
9-Jan-77 S S S S

22-Feb-79 S S S S S S S S S
29-Feb-80 D D D D D D D D D D
4-Mar-81 D D D D D D D D D D
4-Dec-81 D D D D D D D D D D
24-Feb-84 D D D D D D D D D D
1-Jan-85 S S S S S S S S S S
23-Jan-87 D D D D D D D D D D
8-Dec-87 S S S S S S S S S S

14-Mar-88 S S S S S S S S S S
21-Feb-89 S S S S S S S S S S
15-Dec-98 D D D D D D D D D D
26-Feb-99 S S S S S S S S S S
20-Mar-00 D D D D D D D D D D
11-Feb-01 S S D S D S S S S S
31-Dec-01 D D D D D D D D D D
18-Jan-03 S S S S S S S S S
5-Jan-04 D D D D D D D D D
21-Jan-06 D D D D D D D D D
24-Feb-07 D D D D D D D D D
22-Feb-08 D D D D D D D D D
24-Jan-09 S S S S S S S S S
9-Feb-10 S S S S S S S S S

24-Mar-10 D D D D D D D D D
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